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1. Introduction: a new perspective on privacy

Linnet Taylor, Luciano Floridi and Bart van der Sloot

The project and its origins

This book is the product of an interdisciplinary discussion that began from a single
observamn: that group privacy seems to be falling short with regard to emerging data
analytic techniques. All around us, data analytic technologies are focused on our lives and
our behaviour. Their gaze is rarely focused on individuals, but on the crowd dbltegphn
users, a crowd that is increasingly global. Much attention is paid to the concepts of
anonymisation, of protecting individual identity, and of safeguarding personal information.
However, in an era of big data where analytics are being developedraie at as broad a
scale as possible, the individual is often incidental to the analysis. Instead, data analytical
technologies are directed at the group level. They are used to formulate types, not tokens
(Floridi, this volume) and the kinds of actiossd interventions they facilitate are aimed
beyond individuals. This is precisely the value of big data: it enables the analyst to gain a
broader view, to strive towards the universal. Yet even if data analytics do not involve
O0piercing thledcpopfdmatajvievah2015), they may s
real risks on the aggregate level, for groups of, or rather grouped people.

What does this mean for privacy? One implication is that our legal, philosophical and
analytic attention to thimdividual may need to be adjusted, and possibly extended, in order
to pay attention to the actual technological landscape unfolding before us. That landscape is
one where risks relating to the use of big data may play out on the collective level, aad wher
personal data is at one end of a long spectrum of targets that may need consideration and
protection. Taking this as our starting point for this volume, we aim to raisé aad/
hopefully inconvenient questions with regard to current conceptualisatiinprivacy and
data protection. One starting point for the project was that the group had not been
conceptualised in terms of privacy beyond a collection of individuals with individual interests
in privacy (Bloustein 1978). Our central question is whethied how, we may be able to
move from O6theiré to O6itsé privacy with rega

Answering this question requires first that we have an idea what kind of group we
mean. The authors in this volume offer different perspectives as to the kindsipingr
relevant to privacy and big data: political collectives, groupings created by algorithms, and

10
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ethnic groupings are just some of the typologies explored. Some of the groupings dealt with
by the contributors are defined by a common threat of harme bgra similar reason for an
interest in privacy, and some by a similar type of privacy interest. This lack of consensus is
partly a function of the multidisciplinary nature of the project, since legal scholars will think
differently about groups from plisophers, and philosophers differently from social
scientists. Given the inadequacy of current approaches to privacy in the face of big data
(Barocas and Nissenbaum 2014, Floridi 2013) it is not dogmatism but an expert-led and
exploratory debate that maglp us to question and move beyond the limitations of current
definitions.

Given this exploratory objective, we present a multidisciplinary perspective both in
order to highlight the complexity of discussing issues of privacy and data protection across a
number of fields where they are relevant concerns, and in order to suggest that the way such a
discussion can proceed is by focusing on the data technologies themselves and the problems
they present, rather than on the different disciplinary traditionpargpectives involved in
the research fields implicated by those technologies. Our approach to defining group privacy
aims to be functional and iterative rather than stable and unanimous: it involves a
conversation amongst authors from a range of fielaisate each faced with this emerging
problem, and each of whom may have a piece of the answer.

The fields include legal philosophy, information ethics, human rights, computer
science, sociology, and geography. The case studies used include sateliitadAtaica,
the human genome, and social networks that act as machines. What brings them together is
that they deal with types of data that largely did not exist a generation ago, such as genomic
information, digital social networks, and mobile phonedsa@and with the methods of
analysis that are evolving to fit them, such as distributed and cloud computing, machine
learning, and algorithmic decision making. Although several of these are not new, the
challenges we address here arise from their use mnecgdentedly large and detailed data or

new objects of analysis.

Emerging data technologies and practices

The new data technologies that are the focus of this book range from the myriad tools and
applications available in higincome countries to emergj technologies and uses common

in lowerincome places, and from highly networked and monitored environments to those

11
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where connectivity is fairly new and awareness of monitoring and profiling is low. Around
the world, digitisation and datafication (tharisformation of all kinds of information into
machine readable, mergeable and linkable form) are providing new sources of data and new
analytical possibilities. At the time of writing there are 7.4 billion mobile connections
worldwide, 5.5 billion of thenin low- and middleincome countries (LMICs), where 2.1

billion people are already online (ITU 2015). LMICs, in fact, have been forecast to provide

the majority of geolocated digital data by 2010 (Manyika et al. 2011).

06The godds eye rvoiveiwdée st h(aPte nbtilga ndda t2a0 1pl ) st e ms
use of digital technology: it is behavioural, granular data that may-lwedgfied and

subjected to a range of aggregation or blurring techniques in terms of individual identity, but
still reflects o one level or another the behaviour and activities of those users. This type of
data is borrdigital, often emitted as a result of activities or transactions, and often where the
technology user is not aware of creating those signals and records. Vheadatclude

using digital communications technologies such as mobile phones and the internet,
conducting transactions using a credit card or a website, being picked up by sensors at a
distance such as satellites or CCTV, or the sensors embedded lnettis and structures we
interact with (also known as ubiquitous computing or the Internet of Things). New datasets
can also be created by systems that process, link and merge such data, allowing profiles to be

constructed that tell the analyst more alibetpropensities of people or groups.

The emergence of ganformation, the spatial dimension of the data emitted by new digital
technologies, is also worth considering as it provides another facet to the possibilities for
monitoring, profiling and trackig presence and behaviour. Smartphones in particular are
changing the way spati al patterns of peopl ed
monitored, offering signals from GPS, cell tower or wifi connections, Bluet®tkors|P

addresses and tmeork environment data, all of which can provide a continuous stream of
information about t he u sigfarn@agon ia lsetoming essendad a n d
to the 40billion-dollar global data market because it allows commercial data analysts to
distinguish between a human and aiban entity that is created to generate content and
responses on social media and shows what looks like activities, but is not human. From a
commercial perspective, a gspatial signature on online activity adds vdioreadvertisers

and marketers (some of the chief actors in profiling) because location and movement traces

12
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guarantee the online presence is a human. Apple shar@sfgeoation from its devices
commercially; 65.5 billion geotagged payments are made periry¢he US alone, and
companies such as Skyhook wireless pinpoint

North America, Europe, Asia, and Australia (de Montjoye et al. 2013)

The uses of the 6godoés eye Vviiawmonigoringanthy r i ad.
surveillance, either directed toward care (h
economic trends or shocks) or control (security,-amtorism) (Lyon 2008). They also allow

sorting and categorising ranging from the profilingposible security threats or dissident

activists to biometrics and welfare delivery systems and poverty mapping iritmoene

countries. They can be used to identify trends, for example in the fields of economics, human
mobility, urbanisation or healtloy to understand phenomena such as the genetic origins of

disease, migration trajectories, and resource flows of all kinds. The new data sources also

allow authorities (and others, including researchers and commercial interests [Taylor 2016] to
influenceand intervene, in situations ranging from everyday urban or national governance to

crisis response and international development. Influencing, profiling, nudging and otherwise
changing behaviour is one of the chief reasons big data is generating irteysstsactors:

from basic research to policy, politics and commerce, the new data sources are being
conceptualised as tools that may revolutionise practices of persuading and influencing as

much as those of analysing and understanding. The scale ofdhéaatver, means that

influence (and the analysis and understanding that facilitates it) is as likely to take place on

the demographic as the individual level, and to be conceptualised as moving the crowd as

much as changing micilevel patterns of behawir.

Transcending the individual

The search for group privacy can be explained in part by the fact that with big data analyses,
the particular and the individual is no longer central. In these types of processes, data is no
longer gathered about oneegyfic individual or a small group of people, but rather about

large and undefined groups. Data is analysed on the basis of patterns and group profiles; the
results are often used for general policies and applied on a large scale. The fact that the

individual is no longer central, but incidental to these types of processes, challenges the very

13
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foundations of most currently existing legal, ethical and social practices and theories. The
technological possibilities and the financial costs involved in dat&igathand processing

have for a long time limited the amount of data that could be gathered, stored, processed and
used. Because of this limitation, choices had to be made regarding which data was gathered,
about which person, object or process, and hayg lbwould be stored. Because,

consequently, data processing often affected individuals or small groups only, the social,
legal and ethical norms that where developed focussed on the individual, on the particular.
Although the capacities for data procegshave grown over the years and the costs have
decreased incrementally, the increasingly large amounts of data that were processed seemed
still to develop on the same continuum. Big data analytics and the possibilities it brings for
gathering, analysingna using sheer amounts of data, however, seems to bring not only a
guantitative, but also a qualitative shift. It challenges the fundamental basis of the social,
legal and ethical practices and theories that have been developed and applied over decades.

As is stressed by a number of authors in this book, the current guidelines for data
processing are based on personally identifying information. For example, the OECD
guidelines stress that personal data means any information relating to an identified or
identifiable individual; the EU Data Protection Directive adds that an identifiable person is
one who can be identified, directly or indirectly, in particular by reference to an identification
number or to one or more factors specific to his physical, ploggazl, mental, economic,
cultural or social identity. Other instruments may use slightly different terminology, but what
all of them share is the focus on the individual and the ability to link data back to a particular
person or to say something aboudttherson on the basis of the data. Although this focus on
personal identifying information is still useful for more traditional data processing activities,
it is suggested by many that in the big data era, it should be supplemented by a focus on
identifying information about categories or groups.

As is stressed in this book more than once, the currently dominant social, legal and
ethical paradigms focus primarily on individual interests and personal harm. Privacy and data
protection are said to be individa | interests, either protectin
autonomy, human dignity, personal freedom or interests related to personal development and
identity. Consequently, the assessment of whether a data processing activity does harm or
good (coinedasthenonm | ef i cenced6 and the dbenevol encecd
book), is done on the level of the individual, of the particular. However, although specific

individuals may be harmed or benefited by certain data uses, this again is increasingly

14
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incidental in the big data era. Policies and decisions are made on the basis of profiles and
patterns and as such negatively or positively affect groups or categories. This is why it has
been suggested that the focus should be on group interests: whetheuthéagrishes,

whether it can act autonomously, whether it is treated with dignity, etc. The harm principle as
well as the benevolence principle could subsequently be translated to a higher (non
particular) level as well.

As a final example, the curreparadigm focusses on individual control over personal
data. The notion of O6i nf or m&akontchinking eboutdata d e ep
processing, for example, spells out that personal data may in principle only be gathered,
analysed and usedttie data subject has consented to it, the consent being specific, freely
given and based on full and adequate information. Although in continental European data
protection instruments, the notion of o6infor
individual a right to access, correct, control and delete its data. The question, however, is
whether this focus on individual control still holds in the big data era; given the sheer amount
of data processing activities and the size of databases, mbedocreasingly difficult for an
individual to be aware of every data processing activity that might include their data, to
assess in how far the processing is done legitimately and if not, to request the data controller
to stop their activities or ultimely to go to a judge.

The basic agreement amongst most contributors to this book is consequently that the
focus on the individual, personal data, individual interests and informed consent or individual
control over data is too narrow and should be supgiged by an interpretation of privacy
which takes account of broader data uses, interests and practices. The search for theories in
which the focus on the individual is transce
reality, authors differ in theterminology, categorization and solutions to a large extend.

Still, this books tries to lay the basis for conceptualizing the idea of group privacy and to
bring the discussion on it to a higher level.

Conceptualising Group Privacy

One major difficultyin discussing group privacy is representing the nature of the entity in
guestion. A common view is that one may have to identify groups first, in order to be able to
discuss properties of such entities, including their potential rights, and hence gtiisay.

set-theoretic, i mplicit assumption, accordin
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are known as constants or variables and are the bearers of the properties, the elements of the
set) and then their properties (known as predicates)airons). After that, any quantification
concerns the Athingso (the el ements of the s
indicating which groups do or do not enjoy a particular property (predicate). This approach is
not mistaken in general, butthis case it is most unhelpful because it generates an
unnecessary difficulty. Groups are usually dynamic entities: they come in an endless number
of sizes, compositions, and natures, and they are fluid. The group of people on the same bus
dissolves and mmmposes itself at every stop, for example. Fixing them well enough to be
able to predicate some stable properties of them may be impossible. But with groups acting as
moving targets and no clear or fixed ontology for them there is little hope a thegroupf
privacy may ever develop. As a result - the argument concludes - the only fixed entity is
actually the individual, so group privacy is nothing more than the sum of privacies enjoyed
by the individuals constituting the group. The problem with this éihreasoning is that
groups are not Agiveno. Even when they seem
- it is the choice of a particular property that determines who belongs to that group. It is the
property of bei ng soingfigares ofithe glanesim agphrticuldréea t put s
Change the property - quadrilateral and right-angled - and the size (cardinality) and
composition of the group follows. So a much better alternative is to realise that predicates
come first, that groups aremstructed according to them, and that, in the case of privacy, it
is the same digital technologies used to create a group by selecting some properties rather
than others (e.g. fAMuslimo instead of AChri s
Technologes actually determine groups, through their clustering and typification.

Sometimes such groups overlap with how we group people anyway, e.g. teenagers vs.
retired people. Yet this is merely distracting. We are still adopting predicates first. It is just
that some of these predicates appear so intuitive as to give us the impression that we are
merely describing how the world is, instead of carving it into a shape we then find obvious.
So it is misleading to think of a group privacy infringement as sontethat happens to a
group that exists before and independently of the technology that created it as a group. It is
more useful to think of algorithms, big data, digital technologies in general as well as
information management practices, strategies andig®las designing groups in the first
place. They do so by choosing the salient features of interest, according to some particular
purpose. This explains why groups are so dynamic: if you change the purpose, you change

the set of relevant properties (wlricomputer science is called the level of abstraction),
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and obtain a different set of individuals. If what interests you are all the children on the bus
because they may need to be accompanied by an adult you obtain a very different outcome
than if youare looking for retired people, who may be subject to a discount. To put it simply:
the activity of grouping comes before its outcome, the group. This different approach helps to
explain why profiling - a standard kind of grouping - may already infringetivacy of the
resulting group, if profiling is oriented by a goal that in itself is not meant to respect the
privacy of the group. It also clarifies why group privacy may be infringed even in cases in
which the members of the group are not aware of ghggoup that has been silently profiled
and that is being targeted as a group does not need to know any of this to have a right to see
its privacy restored and respected.

If we now return to the previous reasoning about a stable ontology, in the fglowin
chapters the reader will encounter two kinds of ontologies. One privileges an individual
based, entity-first approach. When this favo
privacy way. If there is such thing as group privacy it is to be arthBsé¢he result of the
collection of the privacies of the constituting members. This is like arguing that the set is blue
because all its members are blue. The other ontology privileges a property-based, predicate
first approach. When this favoursgrouppvacy it tends to do so in
there is such thing as group privacy it is to be analysed as an emergent property, over and
above the collection of the privacies of the constituting members. This is like arguing that the
set is heavy dmite the fact that all its members are light, because many light entities make

up a heavy sum.

The | egal fieldbs engagement with Group F

The position of the group in the legal context has been a complex one. It has been
argued by some that groughts are the origin of the legal regime as such, or at least of the
human rights framework. One of the first fundamental rights to be generally acknowledged
was the freedom of religion. This fundamental right was granted in countries in which a
majority adhered to one religion, for example the Catholic faith, and a substantial minority
adhered to another religion, for example Protestantism. In essence, thus, a group, in this case
the Protestants, was granted a liberty through the right to freedom admeMpre in
abstract, fundamental rights have always served as counter balance for democracy. While the

majority may hold certain beliefs, feel that certain acts should abolished or expressions
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prohibited, fundamental rights have always guaranteed a nmnmiamount of freedom,
whatever the democratic legislator may enact. That is why fundamental rights have also been
called minority rights per se, because they limit the capacity of the majority.

Likewise, with the first real codification of human rightsnternational law, just
after the Second World War, the focus was on groups. During that epoch, the fascist regimes,
and to a lesser extent the Communist dictatorships, had denied the most basic liberties of
groups such as Jews, Gypsies, gays, bourgegisieBectuals, etc. The first human rights
documents, such as the Universal Declaration of Human Rights (UDHR), the International
Covenant on Civil and Political Rights (ICCPR) and the European Convention on Human
Rights (ECHR), were all a reaction tcethtrocities of the past decades. They were primarily
seen as documents laying down minimum freedoms, liberties which the (democratic)
legislator could never curtail, irrespectively of whether it concerned the liberties of
individuals, groups or even lega¢rsons. For example, in the ECHR, not only individuals,
legal persons and states may complain of a violation of the human rights guaranteed under
the Convention, groups of natural persons may too. The main idea behind these documents
was not one of grdimg subjective rights to natural persons, but rather laying down minimum
obligations for the use of power by states. Consequently, states, legal persons, groups and
natural persons could complain if the state exceeded its legal discretion.

However, gradudy, this broad focus has been moved to the background in most
human rights frameworks, most notably under the European Convention on Human Rights.
The focus has been increasingly on the individual, his rights and his interests. States seldom
file complairts under the ECHR, groups are prohibited from doing so by the European Court
of Human Rights (ECtHR) and legal persons are discouraged to submit complaints,
especially under Article 8 of the Convention, containing the right to private life, family life,
home and communication. The Court, for a long time, has held as a rule that legal persons
cannot complain of a violation of their right to privacy, because, according to the ECtHR,
privacy is so intrinsically linked to individual values that in principldyaratural persons
can complain about a violation of this right. Although since 2002 the ECtHR has allowed
legal persons to invoke the right to privacy under particular circumstances, these cases are
still the exceptioni in only some ten cases have legatsons been allowed to invoke the
right to privacy, standing in a bleak light when compared to the thousands of complaints by

natural persons.
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Still, there have been some new developments, in particular the idea of third
generation rights, minority rightand future generation rights. The right to the respect for
minority identity and the protection of the minority lifestyle, are partially accepted under the
recent case law of the Court, and are commonly considered as rights of groups, such as
minoritesand i ndi genous people. These group right
which go beyond the scope of the first generation rights, the classic civil and political rights,
and the socio-economic rights, which are referred to as second genegitisywhich are
mostly characterized as individual rights (Vasak). Third generation rights focus on solidarity
and respect in international, interracial and intergenerational relations. Beside the minority
rights, third generation rights include the righpeace, the right to participation in cultural
heritage and the right to live in a clean and healthy living environment.

Finally, in privacy literature, the idea of group privacy is not absent (Westin). The so
call ed oOrel ati onaalc ypbr iivsa csyobmeotri noefsa nsieleyn parsi va
least by Bloustein. However, this right, also protected under the European Convention on
Human Rights Article 8, grants an individual natural person the right to protection of a
specific interest, namelyis interest to engage in relationships and develop family ites
does not grant a group or a family unit a right to protect a certain group or unit. Attention is
also drawn to the fact that the loss of privacy of one individual may have an impaet on th
privacy of others (Roessler & Mokrosinska, 2013). This is commonly referred to as the
network effect. A classic example is a photograph taken at a rather wild party. Although the
central figure in the photograph may consent to posting the picture @it tims party on
Facebook, it may also reveal others attending the party too. This is the case with much
informationia personés | iving condition and the va
something about them, but also about their spouse and lydkeiio children. Perhaps the
most poignant example is that of hereditary diseases. In connection to this, reference can be
made to the upcoming General Data Protection Regulation, which will likely include rules on
'"genetic dat a' , atacctncenimehealth'. Espeatially gedeticalatadoften tell
a story not only about specific individuals, but also about their families or specific family

members (see Hallinan & De Hert in this book).
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There has always been a troubled marriage betweescgrand personality rights. Perhaps

one of the first to make a sharp distinction between these two types of rights was Stig
Str°mholm in 1967 when he wrote ORights of p
comparative sur vey o0 ttoptieacywasqngredomireictly Anterecan t he r
concept, coined first by Cooley and made f an
to privacy6é from 1890. Personality rights we
having a long history in thedal systems of countries like Germany and France. Although a

large overlap exists between the two types of rights, Stémholm suggested that there were also
important differences. In short, the right to privacy is primarily conceived as a negative right,
which protects a personds right to be | et al o
interest to represent himself in a public context and develop his identity and personality.

Although the right to privacy was originally seen as a negative, tighn ECtHR has

gradually interpreted Article 8 ECHR as a personality right, providing positive freedom to the
European citizens and positive obligations for states. The key notion for determining whether

a case falls under the scope of Article 8 ECH&s&simply whether a person is affected in

his or her identity, personality or desire to flourish to the fullest extent. This practice has had

as a consequence that the material scope of the right to privacy has been extended

considerably.

The Europeaneor t s 6 deci sions treat identity and
socially embedded, and consequently as being expressed, asserted or resisted in relation to
particular social, economic, or political groupings. The new data technologies, however, pose
the question of how people may assert or resist identification when it does not focus on them
individually. Although digital technologies have already evolved to be able to identify almost
anyone with amazing degrees of accuracy, the fact is that for mithiopeople this is not
relevant. It is often much more valuable - e.g., commercially, politically, socially - not to
concentrate on an individual - a token - but on many individuals, i.e. the group, clustered by
some interesting property - the type to @rhthe token now belongs. Tailoring products or
services, for example, means being able to classify tokens like Alice, Bob, and Carol, under
the correct sort of type: a skier, a dog | ov
bought . .accorate theiypes,he beter the targeting. This is why we shall see a
rise in the algorithmic management of data. The more data can be analysed automatically and

smartly in increasingly short amounts of time, the more grouping understood as profiling

1 Bits and pieces for this paragraph have been taken from: B. v&hldero t , Privacy as persona
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understood as typifying tokes can become dynamically accurate in real time (Alice does not
sky anymore, Bob has replaced his dog with a cat, Carol is now an insurance manager). As
algorithmic societies develop, attention to group privacy will have to ineieas wish to

avoid abuses and misuses.

The problems of increasingly accurate data are balanced by unpredictabilities and
inaccuracies due to the material ways in which communications technologies are accessed
and used. For example, in low-income comrtiaaimultiple people may rely on a single
mobile phone, meaning that a single data-analytic profile may actually reflect an unknown
number of peoplebds activity. Conversely, in
have multiple devices and SIM carth order to maximise their chances of picking up a
signal, which effectively makes them a group for the purposes of profiling (Taylor 2015).

These practices have similar effects to obfuscation-based approaches to privacy
(Brunton and Nissenbaum 2013)daherefore have the potential to deflect interventions that
rely on accurate profiling. They also, however, may impact negatively on people when that
profiling determines important practical judgements about them such as their
creditworthiness (is thisgroup of collaborators suitable for a microfinance intervention, or
an individual managing a successful business?), or their level of security threat (is this a
network of political dissidents or one person searching for information on security?). Exactly
this problem is posed by an experimental credit-rating practice in China which gives firms
access to records of peoplebds online activit
creditworthiness and insurability, and likely soon other characterisiitsas visa eligibility
and security risk level (Financial Times 2016). The evolution toward systems that rely on
granular, born-digital data to categorise people in ways that affect their opportunities and life
chances relies heavily on the assumptionitidividual identities can be mapped directly
onto various datafied markers such as search activity, logins and IP addresses. Yet it is clear
that individual and group identities bear a complex and highly contextual relationship to each

other on both thphilosophical and the practical level.

Conclusion: from O0their privacyodo to O0its
This book can best be read as a conversation that tugs the idea of group privacy in many

different directions. It does not aim to be the final answer to what, #ftex @n emergent

probl em, but may be seen as an exploration o

and 6its privacy6, with regard to a given gr
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arguments in dialogue with each otherwe canpusht boundary towards 6it
extension, begin to think about the implications of that shift, and identify who must be
involved in the discussion in order to best illuminate and address them.
Digital technologies have made us upgrade our views on saigl and ethical
issues. It seems that, after having expanded our concerns from physical to informational
privacy, they are now inviting us to be more inclusive about the sort of entities whose
informational privacy we may need to protect. A full unterding of group privacy will be
required to ensure that our ethical and legal thinking can address the challenges of our time.
We hope this book contributes to the necessary conceptual work that lies ahead.

Bibliography

Barocas, S. Nissenbaum,H. (201 Bi g Datadés End Run around At

Privacy, Big Data, and the Public Good: Frameworks for Engagemdn?5

Bloustein, E.J. (1978ndividual and group privacyNew Brunswick, Transaction Publishers
Brunton, F., & Nissenbaum, H. (201®plitical and ethical perspectives on data obfuscation.
Privacy, Due Process and the Computational Turn: The Philosophy of Law Meets the

Philosophy of Technology64-188.

de Montjoye Y. A., Hidalgo, C. A., Verleysen, M., & Blondel, V. D. (2013). Usiguthe

crowd: The privacy bounds of human mobili8cientific reports3.

Financial Times (2016) When big data meets big brother. January 19, 2016. accessed
21.1.2016 at http://www.ft.com/cms/s/0/b5b13a5e-b847-11e5-b151-8e15¢c9a029fb.html

Floridi, L. (2014) Open Data, Data Protection, and Group PrivRlyps. Technol 27:1 3
DOI 10.1007/s13347-014-0157-8

22



Aut hor sé f i nla,lFloridirLaYan der Slodt,8yelso(20XG)oup Privacy: new
challenges of data technologid3ordrecht: Springer.

ITU. (2015a). Key ICT indicators for developed and developing countries and the world
(totals and penetration rates). Retrieved from http://wwvinit/en/ITU-

D/Statistics/Pages/stat/default.aspx

Lyon, D. (2008). Surveillance Society. Presented at Festival del Diritto, Piacenza, Italia:
September 28 2008.

Manyika, J., Chui, M., Brown, B., Bughin, J., Dobbs, R., Roxburgh, C., Hung Byers, A.
(2011).6 Bi g dat a: the next frontier for innovat.i
DC: McKinsey Global Institute.

Pentland, A. (2011). Society's nervous system: building effective government, energy, and
public health system®ervasive and Mobile Goputing7(6): 64365

Roessler, B., & Mokrosinska, D. (2013). Privacy and social interaction. Philosophy & Social
Criticism, 0191453713494968.

Samarajiva, R., Lokanathan, S. (2016). Using Behavioral Big Data for Public Purposes:
Exploring Frontier Issuesf an Emerging Policy Arena. LirneAsia report. Retrieved from
http://lirneasia.net/wygontent/uploads/2013/09/NVHRNEasiareportv8-160201.pdf

Taylor, L. (2015). No place to hide? The ethics and analytics of tracking mobility using
mobile phone datd&nvironment & Planning D: Society & Spacg4(2) 319336. DOI:
10.1177/0263775815608851.

Vasak K, (1977) O6éHuman Rights: A Thirty-Year

of |l aw to the Universal Decl ar at iParis, Unittd Hu ma n

Nations Educational, Scientific, and Cultural Organization.

23



Aut hor sé f i nla,lFloridirLaYan der Slodt,8yelso(20XG)oup Privacy: new
challenges of data technologid3ordrecht: Springer.

2. Safety in numbers? Group privacy and big data analytics in the

developing world

Linnet Taylor

Introduction

As a way of keeping track of human behaviour and activities, bagislaifferent from previous

methods. Traditionally, gathering population data has involved surveys conducted on the individual
level with people who knew they were offering up personal information to the government. The
census is carefully guarded by tablic authorities, and misuse of its data is trackable and

punishable. Big data, in contrast, is kept largely by corporate guardians who promise individuals
anonymity in return for the use of their data. As Barocas and Nissenbaum (2014) and Strandburg
(2014) have shown, however, this promise is likely to be broken because, although big data analytics
may allow the individual to hide within the crowd, they cannot conceal the crowd itself. We may be
profiled in actionable ways without being personally idexd. Thus the way that current

understandings of privacy and data protection focus on individual identifiability becomes problematic
when the aim of an adversary is not to identify individuals, but to locate a group of intrest

example an ethnic mority, a political network or a group engaged in particular economic activities.

This chapter will explore whether the problems raised by aggrématieconclusions produced from

big data are different from those that arise when individuals are madiiadbba It will address three
main questions: first, is this a privacy or a data protection problem, and what does this say about the
way it may be addressed? Second, by resolving the problem of individual identifiability, do we
resolve that of groups?m last, is a solution to this problem transferrable, or do different places need
different approaches? To answer these questions, this chapter will focus mainly on data originating
outside the higlincome countries where debates on privacy and data pootece currently taking

place. Looking at three cases drawn mainly from the developing world, | will demonstrate the
tendency of big data to flow across categories and uses, its loddehaff it is shared and reused,

and how these characteristics @@srticular problems with regard to analysis on the aggregate level.

I will argue that in this context, there is no safety in numbers. If groupings created through algorithms
or models expose the crowd to influence and possible harm, the instrumehts/éhbeen developed

to protect individuals from the misuse of their data are not helpful. This is for several reasons: first,
because when misuse occurs on the group level, individuals remain anonymous and there is no
obligation to inform them that theitata is being processed. Second, because it is virtually impossible
for anyone to know if a particular individual has been subjected to data misuse, a problem not

visualised by existing forms of data protection. And third, because many of the usesaialiltad
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involve algorithmic groupings are covered by exceptions to the rule (in the case of the 1995 directive
at least): they are for purposes of scientific research, national security, defence, public safety, or
important economic or financial interests the national level. In the case of LMIOsiost data

processing is covered either by no data protection legislation at all (Greenleaf 2013) or by legislation
that is unenforceable since the processing occurs on the basis of multinational compaitigesteadt

in the country in question (Taylor forthcoming).

What does O6the groupd6 mean? | deal here with groc
1978) but as a new epistemological phenomenon generated by big data analytics. The gredps creat

by profiling using large datasets are different from conventional ideas of what constitutes a group in

that they are not setfonstituted but grouped algorithmically, and the aim of the grouping may not be

to access or identify individuals. Such growgsrare practically fuzzy, since they do not focus on

individuals within the group, but epistemologically precise because they create a situation where

people effectively seléelect for a particular intervention due to certain preferences or charaderistic

For example, in the Netherlands the city of Eind
spend time in particular areas at night under particular conditions (busy streets, many people visiting

bars and nightclubs) to behaviealtering scents, ligk and colours (Eindhoven News 2014). In this

situation, people seBelect into the intervention by going out in the centre of town at night, but are

not targeted due to any particular aspect of their individual identity other than their presence in a

patticular place at a particular time.

Although the implications of datdriven profiling have been analysed in detail across a range of

research disciplines (notably in Hildebrandt and Gutwirth 2008), new applications of data

technologies are emerging thdtitthe definition of targeting. In the example of Eindhoven, the
intervention cannot be classified as -Chédfalleal ti ng f
(2008:40), which o6aims at applyingdpucfeirlbes bdie du
instead aimed at all of those who share a particular spatial characteristic (their location) plus a

particular activity (visiting bars or clubs in a given area). People are not aware they are being grouped

in this way for an interventionygt as people using mobile phones are not aware that researchers may

be categorising them into clusters through the analysis of their calling data (e.g. Caughlin et al. 2013).
Therefore one central characteristic of the type of grouping this chapterseddisethat of being

defined remotely by processing data, so that the
belong to it.

2LMI Cs here are defined according to the World Bankos
http://data.worldbank.org/about/couniriassifications, where LMICs have incomes of US$1,0862,616 per

capita and high irmme countries (HICS) above that threshdly. particular focus is the lowand lower

middle-income countries, with an upper threshold of $4,085 per capita, which includes India and most of Africa.
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These types of algorithmic, rather than selhstituted, groupings illuminate the problems that can
arise from the angsis of deidentified data, and suggest the need to address problems of the group
with regard to risk and protection. One is that today, these clypigroupings are a source of
information for making policy decisions. Another reason is that beingalffited groups through

their anonymous digital traces offers opportunities to oppressive or authoritarian powers to harm the
group or suppress its activities. Increasingly policymakers are looking-ttatacanalytics to guide
decisionmaking about evetlling from urban design (Bettencourt 2014) to national security (Lyon
2014). This is particularly the case where developing countries (referred to hereafter as Low and
Middle-Income Countries, or LMICs) are concerned. Statistical data for these couagries h
traditionally been so poor (Jerven 2013) that policymakers are seeking new data sources and
analytical strategies to define the target populations for development interventions such as health
(Wesolowski et al. 2012), disaster response (Bengtssonzldl) and economic development (Mao
et al. 2013). Big data analytics, and mobile phone traces in particular, are the prime focus of this
search (World Economic Forum 2014).

Barocas and Nissenbaum (2014) have pointed out how the era of big data nagvpagsestions to

do with privacy on the group level, in contrast to the individual level on which it has traditionally

been conceptualised. They argue that big data is different from single digital datasets because it is
used in aggregated form, whererads less likely to be caused by access to personally identifiable
information on individuals and more likely to occur where authorities or corporations draw inferences
about people on the group level. Their conceptualisation of the problem sugge$is ih&t remain
relevant, the idea of privacy must be stretched and reshaped to help us think about the group as well
astheindividuaij ust as it has been stretched and reshap
ri ght t o be rlissuéstsuclads mtelleciual freedom and e right not to be subjected to
surveillance (Richards 2013). In particular, the idea of privacy must extend to cover the new types of
identifiability occurring due to datafication (Strandburg 2014) in-lamd mddle-iincome countries

(LMICs), which may create or exacerbate power inequalities and information asymmetries.

The cases outlined in this chapter centre around new and emerging uses of digital data for profiling
groups that are occurring or being developeddwide. They are chosen because they involve
complementary empirical evidence on how grouping and categorising people remotely may affect

them. Together they illuminate the ways in which big data is multifaceted and rich: by analysing

location data thiaalso has the dimension of time, we can analyse behaviour and action. Each case also
involves research subjects who are unaware of the research and who are anonymous to the researcher,
yet who may be significantly affected by interventions based on theadalysis. The cases described

here deal with potential rather than actual harm, because the uses of data involved are still in

development. The first refers to the identification of groups on the move through algorithmic profiling
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in the form of agerbased modelling; the second to identification as a group in a context of

epidemiology, and the third to the identification of territory and its potential effects on those who live
there. These cases are offered to make the point that while there armkécbetween individual and

group privacy and data protection issues, we have reached a stage in the development of data analytics
where groups also need protection as entities, and this requires a new approach that goes beyond

current approaches to datafection.

Background: the current uses of big data analytics to identify groups in LMICs

People in LMICs have always been identified, categorised and sorted as groups throegtalarge

data, just like those in higincome countries. Traditional sugvenethods usually identify individuals

as part of households, businesses or other conscious forms of grouping, using the group as a way to
locate subjects and thus achieve legibility on the individual level. Such surveys are often conducted

by states or gblic authorities, with the aim of identifying needs and distributing resources. In the case

of LMICs they may also be conducted by international organisations or bilateral donors (e.g.

UNI CEF6s Multiple I ndicator CI lthanddamogiphicveys, t he
surveillance system and USAI D6és Demographic and
another mode of data gathering has become possible: identifying people indirectly through the data
produced by various communications andssertechnologies. This data is becoming increasingly

important as a way of gathering information on the characteristics of developing countries when
conventional survey data is sparse or lacking (Blumenstock et al. 2014). Because most of this type of
datais collected by corporations and is therefore proprietary, new institutions are evolving to provide

access to and analyse it, such as the UNO6s GIl oba

Although the new digital datasets may be a powerful source ofaf@n on LMIC populations, the

i mplications of this new type of identifiability
for reasons expl ored i n3generatedbactiznsftMIGsiisegenerallg | o w.
not subject taneaningful protections for example, 8 out of 55 StBaharan African countries had

data protection legislation in place in 2013 (Greenleaf 20H8)d the data protection instruments that

apply to multinational corporations gathering data in the EU oh&i® no traction regarding data

gathered elsewhere in the world (Taylor, forthcoming). Those who work with these data sources from
LMICs, however, rely on anonymisation and aggregation as ways to deflect harm from individuals

(Global Pulse 2014). For instee, when mobile network provider Orange shared five million

subscribersdéd calling records from Ctte dobélvoire

3Thefocus here is on data that are remotely gathered¢amdherefore either be classedhservedi.e. a
byproduct of peopl ieféredie.snerged dérlinked from mxasting data souroes through
big data analytics (Hildebrandt 2013).
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anonymised and blurred, so that the researchers who received the dataset had no way to make ou
individual subscriberso identities. Yet Sharad a
an anonymous individual who happens to produce high call traffic can lead to the spatial tracking of

the social grouping he or she belongs to, using laéarmation such as traffic patterns and the

addresses of businesses (ibid.).

Data analytics can also tell us the characteristics of anonymous groups of people, either by inference
based on the characteristics of a surveyed group within the largert Btaseenstock 2012), or by

observed network structure. Caughlin et al (2013: 1) note that homophily, the principle that people are

l'i kely to interact with others who are similar t
networks we can identifythei cont act sé | i kely O6édethnicity, gende

In the case of the data used by the UN Global Pulse initiative, its director noted that:

0Even if you are |l ooking at purely anonymi ze:¢
could predict your age to within in some cases plus or minus one year with over 70 percent
accuracy. They can predict your gender with between 70 and 80 percent accuracy. One carrier

in Indonesia told us they can tell what your religion is by how you usepjmure. You can

see the population moving around0 (Robert |

Working with potentially sensitive datasets such as these is usually justified on the basis that the
people in question can benefit directly from the analygiss justification is doubledged, however,

since the same data analytics that identify groups in order to protect floemxample, from disease
transmissioni may also be used to capture groups for particular purposes, such as to serve an

a d v e r pokticalirdesests. One example of this is a data breach that occurred in Kenya during the
2012 election campaign where financial transfer data from Hesé platform was accessed by
adversaries and used to create false support for the registratiew gbititical parties. In this case,
people found they had contributed to the legitimacy of new political groupings without their
knowledge (TechMtaa 2012)something with enormous implications in a country which had been
subject to electoral violence om@assive scale in its previous election, and where people were

targeted based on their (perceived) political as well as tribal affiliation.

Nor is keeping data locked within the companies that generate them any guarantee against misuse. In
anownotorioug x ampl e, a psychological experiment was ¢
during 2014 (Kramer et al. 2014) which showed th
mood on a mass scale. The researchers demonstrated that they could defgeatedhe mood of a

massive group of subjects (in this case, two groups of 155,000) simultaneously by manipulating their

4Robert Kirkpatrick, interview witlGlobal Observatay, 5/11/2012. Accessed online 19/2/2015 at
http://theglobalobservatory.org/interviews/3ibbertkirkpatrick-directorof-un-globatpulseon-the-valueof-
big-data.html
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news feeds on the social network, noting that doing so had the potential to affect public health and an
unknown number of offlinedhaviours. It is important to note that the anonymisation of users in this
case even the researchers themselves had no way to identify their research subjects (International

Business Times 2014)did nothing to protect them from unethical research joest

Cases of direct harm occurring on a group basis are not hard to find when one looks at areas of limited
statehood or rule of law, which are often also leimepme countries. Groups, not individuals, were
targeted in the electiarelated violence ienya in 20078, in the Rwandan genocide of 1994 and in

the conflict in the Central African Republic in 2013. Similarly, political persecution may just as

easily focus on groups as individuals, where a group can be identified as being orienteddolarpart

way. The sending of threatening SMS messages to mobile phone users engaged in political
demonstrations, whether through network hacking as in Ukraine in late 2013 or by constraining
network providers to send messages to their subscribers as infEg@@atl, was aimed at spreading

fear on a group level, rather than identifying individuals for suppression. In fact, in many cases it is
precisely being identified as part of a group which may make individuals most vulnerable, since a

broad sweep is hard® avoid than individual targeting.

The ethical difficulty with this type of analysis is that it is a powerful tool for good or harm depending

on the analyst. An adversary may use it to locate and wipe out a group, or alternatively it could be

used todentify groups for protection. An example of the former would be in situations of ethnic or

political violence, where it is valuable to be able to identify a dissident group that is holding meetings

in a particular place, or to target a religious or etgnizip regardless of the identity of the individuals

that compose it. During the Rwandan genocide, for example, violence was based purely on perceived
ethnic group membership and not on individual identity or behaviour. An example of protection

includes tle use of mobile phone calling data in Haiti after the 2010 earthquake, where a group of
researchers identified the group of migrants fleeing the capital city in order to target cholera

prevention measures (Bengtsson et al. 2011). The latter case derasrbgdlexible nature of an
algorithmic grouping: 6the groupd was not a st ah
a temporary definition based solely on peopl ebs
geographical point.

These vey different misuses of data are mentioned here because although they centre on the

illegitimate use of personal data, they illustrate a new order of problem that is separate from the

exposure of personal identity. The political hackers in Kenya wanteddorie ase t heir part.
numbers by accessing and appropriating the 6édat a
guantities of people, not to reach them individually and persuade them to vote one way or another. M
Pesads dat aset iv@esentadjustrsiacke largewnwembdrsembichcaild be grouped at

will by the adversary. The Facebook researchers similarly were interested in the group, not the
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individual: they note that the kind of hypothesis they address could not be tested empgicadly b

the era of big data because such large groupings for experimental purposes were not possible. In each
case, individual identity was irrelevant to the objectives of those manipulating thetbata

researchers in the Facebook study justified theiruo f dat a with reference to
agreement, which assures users that their data may be used internally for research purposes, i.e. not

exposed publicly.

Existing privacy and data protection provisions such as the EU 1995 ditecti/és sucessor, the

General Data Protection Regulatidnoc us on t he potential for harm t
principles of protection must apply to any infor
(preamble, paragraph 26). The methods usdiig data analytics bypass this problem and instead

create a new one, where people may be acted upon in potentially harmful ways without their identity

being exposed at all. The principle of privacy is just one of those at work in legal instruments such a

the 1995 directive: the instrument is also concerned with protecting rights and freedoms, several of

which are breached when they are unwittingly grouped for political purposes or subjected to

psychological experiments. However, the framing of privacydata protection solely around the

individual inevitably distracts from, and may even give rise to, problems involving groups profiled

anonymously from within huge digital datasets.

In the following sections, three cases are outlined in which grouptigetefined by big data
analytics, can become the identifiable characteristic of individuals and may determine their treatment

by authorities.

Case 1. Groups in motion: big data as ground truth

Barocas and Nissenbaum (201d@ne waotn fihdentiefvieab lwd
still be Areachabl ed, é may still be subject to

basis.® In various academic disciplines includin
alongjusttheselnes toward using sources of big data tha
form of ground truthi information against which the behaviour of models can be checked. As ground

truth, this data then comes to underpin Agent Based Models (ABMs), Veuititate the mapping

and prediction of behaviour such as human moliilityor exampl e, particul ar gr

migrate, or their spatial trajectory when they do move.

Big data reflecting peopl eds mawfermegragesbased n part i

models because it offers a complex and granular picture of what is occurring in real space. Mobile

5 Directive, E. U. (1995). 95/46/EC of the European Parliament and of the Council ct@4e®1995 on the
protection of individuals with regard to the processing of personal data and on the free movement of such data.
Official Journal of the EC, 23(6).

8 General Data Protection Regulation 5853/12
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phone data in particular is useful as ground truth for modelling, because it can show individuals
responding to events in real time a mass scale. The new sources of big data allow both a more
granular level of ground truth for models on the small (city) scale, and the possibility to extend this to
a larger scale as well, since the kind of analytics that can be used to model fimaplefthrough

cities can also be extended to model flows of people between countries or regions.

An example of the way <cities are using data to n
from a project undertaken in one European capital city @14, which involved tracking flows of
people from the periphery into the city centre. For this project, a combination of sensors was used to
give three types of data point: first, cameras with facial recognition software were installed along the
main rautes into the centre; next, wifi counters were set up to collect the signals from electronic
devices (mainly mobile phones); and last, mobile phone GPS data was collected (via an intermediary)
from a major mobile network provider for the period of the gebjThis set of data sources provided

a way to disambiguate the individuals moving through the area (i.e. to tell whether a signal that
appeared and reappeared was emitted by one person or several), to see the volume and speed of
human traffic over the emse of the two months, and to track whether individuals were making the
same trip once or multiple times. It also showed which shops they visited, where they paused or took

public transport, and what kind of group they were travelling in (families, timgligjduals or other

groupings).

This level of sensor data, brought together from multiple sources as in the case of this project, creates

data doubles which although at first glance anonymaiuare composed of various characteristics

which might leado people being treated one way rather than another. Any tracking software used

over a period of days creates a unique signature for an individual (de Montjoye et al. 2013), which is
considered a privacy risk by urban authorities conducting projectasubl one described here. On

the group level, however, this is not considered as sensitive because it does not make individuals
identifiable. Despite this, combined with camer a
movements at a new depth otaikin ways which could give city authorities the ability to manipulate

their behaviour beyond simply movement. If added into a model as the basis for understanding how
different groups travel through the city, this detail made it possible to predigidmple of different

ages, origins and social configurations would move through urban space, what attracts their interest,
what makes them take one route rather than anoth
and behaviour. The kinds of conclussathat can be drawn from the data, then, are valuable not only

to city authorities wanting to predict which areas will become crowded at which times, but also to

firms interested in gaining peopl eds adettiaght i on &

trouble, all on the group level.
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Beyond this urban scenario, there are many types of big data from the developing world that could be
fed into such models in order to predict behaviours more broadly. These include financial transactions
conduced over mobile phones, movement details from GPS sensors in various types of device, utility
usage such as water or electricity in a smagtered system (smart meters are being used on the

district level, if not for individual houses, even in slums tobémavater authorities to understand

where water is being siphoned off illegally), internet search trends and social media postings. The
work of Global Pulse, a UN initiative, shows how authorities are becoming interested in creating
predictive models forrdire countries that can then show what will happen when there is a particular
type of shock, or when a shock occurs in a particular place. ABMs are also powerful because they can
be used to explore counterfactuals: what would happen if an event happenediace, as opposed

to another, or at one time instead of another? This can be done particularly clearly with big data

because they provide an unprecedented detail and

The key difference between biatabased models and what preceded them is knowledge disGovery

the practice of finding completely unforeseen questions and issues through data mining, rather than

using data to answer known questions or test known hypotheses. The whole of big data, for

resarchers, behaves considerably differently from the sum of its parts. As data mining becomes
increasingly integrated into modelling technique
movements in greater detail and with multiple scenarios becaussstdeaher can alter the

parameters and rerun the model in different ways to bring up different possible behaviours. In terms

of planning for emergencies and population movements, large datasets combining different sources of
data will determine the kind g@ireparation we make, and the kind of built environment in which we

live. However, these decisions have their own politics. The built environment and the planned city are
designed to make certain types of movement possible and visible, and to discdueagygpes. We

may want to expose the movements of some groups, make some more easy to police or surveil, and

thus to control. They can also be used on asmallerscae mpany | D tags that tra
movements through the building, or RFID technglagnich tracks the movements of the objects we

use, can reflect movements in a way that makes it possible to police the group.

This kind of research becomes even more of a risky proposition for groups when we consider it on the
international scale. The yesasince 2009 have seen a great increase in the amount of research that

aims to track peoplebdbs movement in the devel opin
tracking possibilities in lowand middleincome countries is the mobile phone, this regefocuses

on mobile phone traces. Montjoye et al. (2013) have shown that mobile data can be an extraordinarily
efficient way of identifying human mobility in the context of both ad hoc groupings and social

networks, and identifying when these groups nsiwaultaneously. Taking this a step further, the

2013 D4D challenge (Orange 2013) served to demonstrate how mobile data can already predict
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mobility, and what a useful tool it could become for either planning or preventing human movements.
Examples of ABMdocusing on migration dynamics already exist (e.g. Kniveton et al. 2011), and the
trajectory of big data research shows an evolution frordiomedata analysis such as tracking
epidemics (Bengtsson 2011) to the broader use of mobile traces as parfonaggatbased models
(ABMs) which may be used to predict mobility (Friskartinez et al. 2011, Pindolia et al. 2012).

The risk attached to such practices is not the uncovering of individual identity. Digital traces from the
phones migrants carry withéim may be traceable to registered SIM cards in their countries of origin,

but in fact names and addresses at the place of origin would not be important in comparison to the
ability to track the movement of the group. Unwanted migrants may be caughtrafivaduial basis,

but are resisted by receiving states on the group level. For example, if a group of people carrying
mobile phones are attempting to cross the Mediterranean and enter the EU, they can be tracked in real
time by anyone with accesstotheadlat The data wi | | al so show their
record of their original network provider, and (if it is a smart phone) will show the networks they have
connected to along the way, making it possible to identify whether they have takegriand route

and are therefore likely to be undocumented. The phone data thus conveys how many people are
moving, where they come from, and the route they have taken. The value of this information is its
potential to identify where a group is on its wagd to understand whether this is a group which

might be able to claim asylum and which would include minors and highly vulnerable people (for
example Syrians fleeing violence), or whether it is a group of economic migrants (for example from
West Africa).

The potential ethical problem with this type of modelling is that it can provide new sources of
information for a pressing policy interest: how
countries. In a realist interpretation, such data mititnvaa receiving state to determine whom to

rescue and whom to ignore, or might | ead to the
territorial waters in order to avoid responsibility. In either scenario, the individual identity of the
mgrants is immaterial to the stateds decision, v
for its survival or abandonment. In a world where the governments of hiigttene countries have a

strong interest in controlling mobility, and spedfiy in predicting, tracking and preventing

unauthorised migration flows towards their borders, this potential for identifying the group becomes

invaluable.

The added ability to predict mobility adds to the potential ethical problems with this scerreidf w
certain conditions are met in a O0sendingd countr
population will be squeezed out of their territory and towards another country? How should

authorities in each country respond to predicted, raltzar tealised, movement? If mobile phone data

increasingly crosses its current institutional bounddriess is | i kel y, since O6func
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technol ogi es ¢ ahi ardé udedieiktherras raabe sarveijance data®r in agent

based models it clearly has the potential to help governments preempt undocumented migration. This
potential makes it hard to imagine that this immense capability to visualise and track migration will

not cross the boundary from care to control.

Case2. Groups and disease transmission: big data as tracking technology

Data scientists and epidemiologists have collaborated to use newly available sources of digital data in
order to track and predict outbreaks of disease. Perhaps theubéisised example ofisease

tracking is Google Flu Trends (Dugas et al. 2012), which uses Google search records to track flu
infections over the winter. The accuracy of the Google Flu Trends model is checked by comparison
with doctorsdé6 report si checkswhioh eeyealdd that hédFluaTkmds s si on's
algorithm overestimated flu cases during the 2043lu season at double their true level, probably
because it counted searches by people seeking to distinguish cold from flu symptoms (Lazer et al
2014). More reently new data sources where this kind of ground truth is not avaiilablat least not

until the epidemic has passithave been used in highstakes scenarios to track a variety of-life
threatening diseases in developing countries, notably choléra imake of the 2010 Haiti earthquake
(Bengtsson et al. 2011) and the use of network analysis to track malaria transmission (Tatem et al.
2009). This kind of tracking via data is particularly useful in the developing world, where public

health infrastructte and capacity are often lacking and where the new data analytics can provide an
unprecedented redime element to authorities looking to control outbreaks of diseases.

For epidemiologists, tracking disease is a step towards predicting its spreadyuarttitgth is

essential in doing so. The 2013 Data for Development Challenge (Orange 2013) produced 14 research
papers focused on modelling the spread of epidemics in a West African context, incorporating
information tools to control the movement of theedise via identifiable social groups. These focused

on malaria and HIV (e.g. Brdar et al. 2015), but were not informed by actual disease information
reflecting the period in question. I n contrast,
2012)combined mobile phone data with existing longitudinal survey data on malaria prevalence to
identify the particular types of mobility, and mobile groups, indicated as principally responsible for
parasite importation between regions. Wesolowski et al. hatdtteir analysis could lead either to

local efforts to control malaria through measures such as drugs and bednets, or could contribute to

larger, populatiorbased strategies on the part of authorities:

6 C o ngragranh activities targeting the large woles of human traffic between regions that
we have identified here will be completely different from those that concentrate on local

transmission hot spots, focusing on communicating risks to travelers to alter their behaviors,

"Dennis Broeders, keynote presentatiRaspnsible Data for Humanitarian Responsenference, February
24-25, Leiden University, held at Foreign Ministry of the Netherlands.
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restricting travel patternand/or conducting routine surveillance inhigh s k ar eas 0.
(Wesolowski et al. 2012)

These projected results of the researchersdé6 anal
recognised as a possible motivator for restriction of movement and ¥eilkurce. Given how much

of SubSaharan Africa is a highsk area for malaria (WHO 2014), if this possibility was actually

realised then travel restrictions would be in place across much of the continent. Equally the option of
surveiling those areas wabimpose an impossible burden on public health authorities, to the point

where a meaningful effort to wipe out the disease would require participation from other authorities

such as the military or law enforceménwith attendant risks of other activitieging picked up apart

from malaria transmission.

These concerns become sharpened by the availabil
are verified by using historical information after the evien¢. once the actual path of disease

transnission has been tracked. This allows researchers to demonstrate that their model provides the

best fit with what actually happened. With the new sources of big data, however, this can occur in real
time. By using mobile phone GPS data, social media daither forms of information that update as

the epidemic progresses, it becomes possible to continually orient-anidirethe model so that it

can adapt to predict the movement of people, and thus disease, with the maximum possible accuracy.
Thus big dad can become a new form of ground truth, and one which allows the researcher to work at

a distance rather than seeking confirmation either from local fieldwork or from shageyg methods

that involve individuals enlgcaltevelng wi th the model

The threat to the group, rather than the individual, arises from the processes of quarantine that become
possible once such data is available. It also arises from the type of data available about different
populations. Mobile phone data frohetWest African locations of the 261% Ebola outbreak is of a

different quality to mobile phone traces from a higbome location such as London or New York. If

an outbreak occurred in such a location, it would be possible (at least in theory) gres cur

technology to track transmission of the disease on the individual level. With continually updating GPS
details from mobile phones and the ability to an
dynamics, it would be possible for public hbauthorities to see movement and contact on a

granular level, and to track and quarantine people individually if necessary. In contrast, mobile phone

data from Liberia is less granuliathough far more accurate than other currently available data on

population movements such as satellite images. Because smart phones are not yet common in Sub
Saharan Africa (Telecoms.com 2014), GPS data would not be available and datasets would instead

reflect which antenna a phone was closest to at a given time. Inardmsithere are more antennas,
providing greater specificity, while in rural ar

location gets fuzzier the further they move from a city.
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This lack of granularity would be replicated in any decisionguarantine people based on such data.
In the 201415 outbreak potential Ebola sufferers were quarantined based on location in a decision
making process that has changed little in a thousand y@asiim area would be fenced off and
guards placed at tlgates to keep inhabitants in (NY Times 2014). This approach necessarily has a
high error rate in terms of identifying people with the disease, and involves people catching the
disease who otherwise would not due to being contained in proximity withessff&asic mobile

phone data would not necessarily solve this problem due to the lack of granular detail available:
instead it might increase authoritiesd perceptio
might have contracted the diseasejrgivsupport to decisions to contain the sick and the healthy

together by force.

A reliance on big data analytics, then, has the potential to remove an epidemic such as Ebola from its
political and societal context (a lack of resources on the part of laedltbrities, and a lack of

incentive to act on the part of unaffected countries) and place it instead in the data domain, which has
solvable problems (a lack of data can be solved by gaining access to more and better data). In this
domain, the political d human problems of quarantine decisions instead become a data problem:
whom to confine and where. In this case, if the wrong decisions are taken based on biased or unclear
data, the newest technology could only facilitate medieval deaisaking processs targeted at

groups rather than individuals.

Case 3. Drone data and the crossontextual flow of information

Large numbers of people in the world live in areas that are poorly mapped. Regions with low
economic activity and few international connectidngarticular, have historically not provided a

strong incentive for cartographers. This dearth of spatial information is also reinforced by a lack of
usership for such informatidni f oneds home r egi-wmappet thendigitalt been w
navigaton tools, crowemapping and other technologies will not be able to layer on top to add value
and depth of information. Mapping is therefore subject to a limited Matthew effect (one with no
effect on the poor) where the betteapped generate more inputémms of spatial information, and

the poorlymapped remain informatiemoor regardless of the development of new technologies.
Exceptions are projects such as the Humanitarian Open Street Map project, which collaborates with
development institutions suets the World Bank to map areas where better spatial information would

aid development interventions.

On a higher institutional level, however, things may be changing. Powerful imaging technologies such
as satellites and drones are increasingly being éacas LMICs for commercial, development and
humanitarian purposes. Nanilitary drones are advocated as a way of gaining access to rural and
remote customers (BBC News 2012); are deployed by the UN in peacekeeping operations in the

Democratic Republic of @hgo (Crowe 2013) and by entrepreneurs for humanitarian response after
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natural disasters (Churchill 2014). The World Bank is seeking to demonstrate the potential of drones

for predictive and planning pur posegstaton,n many se
infrastructure projects (roads, energy and dams)
(Volkmann 2014). Each of these LMIC spatial data projects has a different population focus

(consumers, rebel militias, fleeing crisis victims, $muners to name a few), a different stated

purpose, and is made up of different institutional configurations, and is subject to different forms of

governance.

Where these new sources of knowledge coincide with old sources of conflict, however, new ethical
guestions arise. A case in point is Harvardodos Si
of the Harvard Humanitarian Initiative. The Signhal Program operates a project named Mass Atrocity
Remote Sensing: analysing satellite and other spatiataatantify forensic evidence of alleged

massacres. Their work on alleged atrocities in Sudan during the separatist conflict of 2011

demonstrates several fundamental problems that arise when researchers gain access to

unprecedentedly detailed and granulata on territories in conflict. The research was retrospective,

but findings were updated daily and could provide an ongoing picture of what was occurring in

Sudan. The first problem encountered by the project was that it appeared to be providiggringelli

to those conducting the atrocities. Program director Nathaniel Raymond noted that

6we saw circumstanti al and anecdot al evi denc ¢

ground, for good or for bad, based on our reporting of the satellite imageyysanéks 6 .

Program researchers found that unknown adversaries appeared to be hacking into their
communications, both on an individual | evel via
accessing their database through their servers. Adversaespdeared to target directly local

people who were communicating with the researchers, identifying them through their use of portable
satellite broadband connectors (BGANS). This combination of factors allowed hostile actors on the
groundtousetherema ch projectdéds data and communications

effectively.

A parallel problem encountered by the project was the lack of an ethical framework to deal with the
conflicts arising from their data analysis. Raymond found that platection frameworks focusing on

individual identifiability became irrelevant in the context of laggale satellite imagery processing:

6l tdéds about demographic threat now. Bef ore wi
individuated risk and sponsibilities to individuals. You look at the ICRC [International

Committee of the Red Cross] professional standards for protectiori viloel are great on

8 Interview with Nathaniel Raymond, Director, Signal Program on Human Security and Technology,
Harvard University (25.2.20}5
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paper, [but] theydre anachronistic. Theyodre
harmthrough individual data release or [where] a group of individuals have their data
released. Theyod6re not focused on the attack 1

demographhic group. 6

This example demonstrates that once the data reflects theagrdunot the individual, adversaries

may seek to silence people on the group level. Under these circumstances the threat can no longer be
mitigated by ethical standards developed to protect individuals reporting abuses. Furthermore, what
Raymondrefersta s t he O6tempo6é of human rights reporting
instead of a report based on individual sources being compiled and published some time after an

event, constantly updating populatitavel data makes a daily reporting sdbke possible, and

increases the chance that those committing atrocities will seek to complete their actions quickly, to get

ahead of any reporting cycle which might lead to accountability.

6in fact we dondt know how wonmkngbedtausee sped |
they think, hey, webdbre on candid camera, we |
convenience store as quick®y as possible. o6 (I

The Harvard project is an extreme example of how new data sources may make papulation
vulnerable through making them visible, but also an example of how different technologies of
visibility make people differently vulnerable. The most precise satellite data available to civilian
researchers at present is at a resolution of 50 centinfBamgmond et al, 2014). At this level,

6Crowds of | ivestock and people can someti me:
size, and object type of these crowd configurations cannot be reliably determined.
Additionally, A mi c e movemert ef snalt groups of ;dividuasand h  a st
the positioning of small weapons, cannot be I
2014 [p.40))

At such a resolution, tracking and understanding actions on the ground involves visualising groups
rather than individual$ and as the Harvard project demonstrates, may provoke a response from

hostile parties on the group level rather than the individual.

The problem of remote sensing groups and their territory is not restricted to human rights reporting,
but has the potential to create new forms of surveillance of populations who were previously
effectively invisible on the international level. Drones and satellites pick up all activities, not only

those the user is targeting, so that projects conceitedoeneficial motives may still provide records

9Raymond interview, (25.2.2015).
10 Raymond interview, (25.2.2015).
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that can be used for other purposes. While watching militias form and move in African conflict zones,

the UN can also see the activities of the entire population, and while seeking particular consumers in
remote areas, commercial drones will inevitably pick up other activities, locations and movements.

These datasets, like other big data about human activities, will almost inevitably be subject to function
creep. They will make it possible to identify, sadtegorise and predict with relation to populations

who often have very limited access to their own governments, or which may want to stay anonymous

if they are endangered by being recognised. I n s

wellbeing & a strategy to preserve land, culture and autonomy.

Discussion

The cases outlined above demonstrate how it is necessary to reconceptualise the risk of data harms to
include the problem of the group, not only the individual. This is especially truino®ments such

as LMICs where privacy and data protection rules are often not yet clearly set out or enforceable, and
where states (who often, under current law, have the responsibility to pursue cases of data misuse)
may themselves be the perpetratorbarin. As well as the risk to established groups such as

separatists, however, new risks may be posed that operate across established categories. Big data
analytics specifically offer the potential to discover new information, identify patterns and predict
behaviour, and thus to algorithmically delineate entirely new groups which may betnossand
crosshorder.

Researchers who specialise in LMIC issues, and especially social scientists focusing on developing
countries, may be the least wplhced topick up on these issues. Development Studies research in

particular tends to address groups as defined by borders and social identities. International and non
governmental organisations focusing on LMIC populations in a human rights or aid context may also

fail to recognise the new categories of risk due to the prevalence of firm, but outdated, ethical

guidelines. The beneficial aims of these various types of work also conspire to make it less likely that
researchers in these fields will seek to understandnew forms of data may create new risks to
research subjects. The terminology of O&6devel opme
researchers from criticism and accountability, and thus disincentivises them from seeking out the

problems inhenat in the research practices evolving around big data.

The sources of big data are also difficult for researchers to manage with regard to consent and
awareness on the part of research subjects. Consent on the group level has not been addressed either
in the technology industry or in academic research, and therefore researchers engaging in practices as
varied as crowdsourcing information, performing satellite data analytics or processing mobile phone

traces must rghink the entire way that consent to thee of data is conceptualised and given:
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OHow do yo-unawhessfbongamentally, because you
you are talking about community consent? And if you are doing community consent, that is
gendered, cladsased and ethnicinaasy t hat presents even more di
(Nathaniel Raymond)

A further problem is how consent should operate in the context ehfaghg events and retime

data. A network operator may donate data as an emergency response at a tins as tiagpened

with the Haiti earthquake and cholera epidemic (Bengtsson et al. 2011), and that data may be dealt
with responsibly, as it was by the research team in question. However, as the power of such large
scale data becomes more widely understdutetare calls for making data available by default to

international researchers, not only local authorities in the case of emergencies (Economist, 2014).

The fastesmoving events currently visualised using big data are arguably those involving epidemics
These present the possibility that the new sources of data may enable a particularly extreme response
depending on the perceived seriousness of the epidemic. The scenario of widespread travel
restrictions and surveillance, for example, is relativelykehyiin the case of malaria, which is both
survivable (although highly dangerous, especially for children) and treatable. A different calculus of
risk applies in the case of Ebola, which has a fatality rate of up to 80 per cent (Team et al. 2014) and
wherethere is, so far, no reliable mode of treatment. During the-261#bola epidemic in West

Africa public health authorities were stretched far beyond capacity, resources were lacking on the
international scale, and there were calls for the release ofangitiine datasets (e.g. Talbot 2014) as

a way to help authorities overcome this challenge.

However, the extreme fear and urgency surrounding the Ebola crisis and the predominance of

international research teams in the debate over data availability ggvi® fuestions regarding the

way that data might lead to the targeting of disease through groups, rather than addressing individuals

as patients (or potential patients). For instance, research produced by the first Orange Data for
Development challenge omnstrated that international researchers often conceived of LMIC

environments as similar to HIC ones in terms of the way authorities and populations would react to an
epidemic. For example, their models (e.g. Lima et al. 2013) tended to assume a popfilatio

informed individuals, signed up to digital information networks in order to receiv¢imesal
information from authorities. The researchers en
leveraging individual social ties can be effective in propagagifective information (i.e. a sort of

Ai mmuni zing informationd) to a widespread audi en

In contrast, the Ebola epidemic presented a scenario where sufferers were perceived as a group, and

where due to local conditions of limited technological aceesiseducation, that groupness lent itself

11 Nathaniel Raymond interview (25.2.2015).
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to rumour and misinformation, collective fear, and consequently to coercion and violence on the part

of authorities, including forcible quarantine where the lives of the uninfected were endangered (NY
Times2014)l n t his type of scenario, big data model s
autonomy instead would constitute perfect tools for mass control and surveillance. The kind of model
made possible by mobile phone data, for example, allows autbddtidentify networked groups

(such as commuters on a transport line, or those who work in a particular area) as potential carriers of

a disease, and therefore raises the incentive to control and confine them regardless of their actual
infectious statusThe utility of mobile phone data in the case of this epidemic has since been critically
assessed (McDonald 2016) with the finding that E
people through mobile data on a group level would be ineffectiveribating the spread of the

disease, and that individually identifiable mobile traces would in fact be the only remotely collected

data that could help chart its spread.

The logic of this call for mobile data releases is that international researchergrbater capacity

than local ones, and will therefore provide more insights from the same dataset. As the examples
offered above imply, however, the greatest problems may arise precisely because of the release of
data to international researchers rathantlocal ones, for several reasons. First, because those
researchers are inevitably operating without4ir@hd experience of the territory, the crisis in

guestion or the people affected. They may therefore misunderstand the risks inherent in arparticula
dataset or analytical practice. Second, because data has an almost infHfifie. fReéfyardless of

ethical research frameworks that aim to stop the reuse and sharing of data beyond specific users, it is
in the nature of data to replicate, and of tedbgical infrastructures to facilitate its replication.

Digital data is increasingly difficult to delete entirely. Once stored, copied or transmitted it exists in
multiple locations which often extend across international borders and may form grey éeeas in

of data governance (as in the case of the cloud computing which currently facilitates muetiad& big
analytics). In the absence of appropriate ethical frameworks to deal with the problem of exposing
groups through data analytics, then, the datkowiitinue to spread and multiply, becoming ever

more linkable, mergeable and creating new forms of risk as researchers become desensitised to its

conditions of origin.

Conclusion

This chapter has outlined ethical problems with the definition of groupsghrdata technologies in

three areas: modelling and predicting mobility through agaséd models; predicting disease
transmission through network analyses, and visualisation technologies that provide information on
previously hareo-research populati@n It has identified several new problems arising with regard to

the use of new data technologies to map, track, sort and analyse people on a group level. First, that of

data analytics in the area of Oknowdtaedtge di scove
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algorithmic groupings and that seek to predict the movements or activities of groups defined this way.
One example of this would be a model that identifies who is likely to move and in which direction in
the case of a particular climate everttisTmay involve big data as a way of parameterising a

predictive model, or as a way of informing it in real time. As ubiquitous computing becomes more of
a reality, sources of data for this kind of modelling will become increasingly available at lower cost
and with fewer restrictions. The risks posed to groups by this kind of algorithmic analytics are
particularly clear on the political level: if unwelcome movements can be predicted, authorities can
step in before people become defined as refugees, asgkkars or other problematic categories that

award the right to move.

A further risk of this kind of predictive model |l
according to their propensity to behave in a certain way, rather than as indivAtLe resolution of
50 centimetres, no one has an individual identity, and where data mining techniques are concerned,

the kind of personal information that can currently be protected by law is wholly irrelevant.

This chapter has looked at contexts veheonsent for data use is usually not sought or possible:
epidemics, crises, conflicts and remote sensing. The questions that arise, however, show that consent
is highly relevant. Human rights, crisis response and development research efforts all bavaam c

the aim of producing actionable information. If research, however remote, is aimed at impacting the

condition of its subjects, but i s conducted with
raise ethical questionisas seenin Facebobls experi ment, despite the con
had consented by using the service in the first

unstable or too remote to consult and gain consent from, should this not constitute a magor jorobl
terms of conducting the research? However, under current legal conditions the opposite is true: where
subjectsd names are not attached to their dat a,

information to be innocuous. In fact, as thisptiea has shown, the reverse may be true.

The potential risks and harms outlined in this analysis all relate to the consequences of drawing
conclusions about a given group based on assumptions drawn from other groups. As such, they are
problems with treatig the group as a categdna definition that flattens out differen¢aather than

as a spectrum of types which will include outliers to whom the intervention or categorisation will not
apply. We see these types of categorisations in real life evergalag: are merely inconvenient,

such as badly targeted direct advertising. Other generalisations may be fatal, for instance if one is a
civilian caught in an airstrike targeted at a military area. Most are on a spectrum between these
extremes, as with thexamples of migration and quarantine offered above, and most raise issues of
both privacy and data protection because they incorporate problems both of visibility and
identification, and of protection from intervention. These problems point to the neseddor ethical

approach to research with regard to grteyel information. Demographievel research is
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fundamentally changing and evolving to offer ever more possibilities for categorisation, by a wider
group of potential analysts. As the sources andgyy data change, so too do the conditions of their

use. No longer can the authorities demand that a researcher who wants pofayetimformation

undergo a vetting process and be shut into a room with a census database, forbidding them to take the
data home with them. Instead of being shared vertically in an institutional hierarchy where the data
owner has power over the researcher, the new forms of digital data are shared horizontally. They are
crowdsourced and crowahalysed, shared, reused, replizginto the cloud and onto individual hard

disks, under the label of humanitarian response, development hacking and poverty mapping.

In none of these circumstances is consent seen as possible, nor has it been conceptualised on the

group level where the ost serious risks seem to lie. This chapter suggests that these two problems

may be related. If we can conceptualise how data analytics affect groups, we may find it impossible to
proceed without some kind of ethical dialogue with those groups. At thetisameavithout an

i mperative for consent to researchersé use of bi
both conceptually fuzzy and practically challenging. The institutions currently working with and

advocating the use of digital tracesnrd.IMCs tend to emphasise the importance of traditional

conceptions of privacy, focusing on personal information and the debate around pseudonymisation

and other forms of identitiplurring (e.g. Global Pulse 2014, GSMA 2011). In contrast, the Harvard
Humaritarian Initiative points clearly to new problems that are hard to classify as relating to

individual privacy (Raymond et al. 2014).

Thus, to answer one of the questions posed at the start of the chapter, it seems that the problem of

group profiingcontans recogni sable el ements of both priva
fundamental right to autonomy is being affected, but they are also consequently being made

vulnerable to discrimination and personal danger. Given that the problems outlirvedaae an

inherent issue with big data analytics in general, however, privacy may provide the best conceptual
6hookd for understanding and addressing these pr
been used to get to thorny and hardlefine poblems because it touches on various more concrete

rightsi those of autonomy and the right to intellectual freedom, freedom from surveillance and

interference, and the right to behave in ways that may be inconvenient for the authorities. With regard

to LMICs, these freedoms are central to resisting the kind of threat potentially facilitated by new

visualisation and data analytical possibilities.

The second overarching question of this chapter was whether, by resolving the problem of individual
identifiakility, we resolve that of groups. The cases presented above suggest that we thenot

group issue makes it necessary to look beyond individual identification to larger issues of the rights
that are abrogated when data is misused. This leads to adaggtion of accountability for data

misuse, which is currently not occurring. When research operates in the international sphere
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essentially free from accountability to local populations, as is common practice in the development
and humanitarian spheres) ethical framework must address the problem of operating, and seeing,
remotely. If the group is becoming the only category available, standards of ethical behaviour must be

reworked and evolved to match current reality.

If this happens, however, it willddress an established and ongoing challenge: how to make those
who remotely visualise and affect populations accountable to those populations. Thus addressing the
problem of group privacy may enhance individual privacy and other rights in two importgnt wa

first, by making it necessary to find ways to contact research subjects and find out whether they
consent or dealing with the fact that they cannot be located and cannot therefore consent. And
second, as a result of that process, by connectinggbarher to the reality of their research subjects
and thus necessitating a broader, moreaisirse approach that focuses on the contextual
understanding of risks. This has much in common with the contextual approach to privacy advocated
by Nissenbaum @L0)1 but with the caveat that data about LMICs always seems to be subject to
exceptionalist claims based on need and crisis, and that this is unlikely to change until global power

asymmetries do (Taylor forthcoming, 2015).

Finally, the last overarchinguestion: if we solve the problem of group privacy in one place, does that
lead to a more universal solution? The examples provided here suggest that this depends on the place.
If we solve this problem for places with the least geopolitical power we guganay towards

solving it for places with less extreme risks. The measures which will prevent authorities in one place
from targeting groups for violence will also prevent those in another from targeting them for
discriminatory health insurance premiumggTreverse is not true, however. If data is not addressed

as a source of power and as a right in itself, then people in disempowered places cannot hope to figure

in the decisions of data controllers.
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3. Group privacy in the age of big data

Lanah Kammourieh, Thoas Baar, Jos Berens, Emmanuel Letouzé, Julia Manske, John Palmer,
David Sangokoya and Patrick Vinck
With contributions from

Augustin Chaintreau, Yvealexandre de Montjoye, Natalie Shoup and Paula Kift

When | return to my house I find that visitors é&een there and left their cards,
either a bunch of flowers, or a wreath of evergreen, or a name in pencil on a yellow
walnut leaf or a chip. They who come rarely to the woods take some little piece of
the forest into their hands to play with by the walkich they leave, either
intentionally or accidentally. One has peeled a willow wand, woven it into a ring,
and dropped it on my table. | could always tell if visitors had called in my absence,
either by the bended twigs or grass, or the print of theieshand generally of what
sex or age or quality they were by some slight trace left, as a flower dropped, or a
bunch of grass plucked and thrown away, even as far off as the railroad, half a mile
distant, or by the lingering odor of a cigar or pipe. Nawds frequently notified of
the passage of a traveller along the highway sixty rods off by the scent of his pipe.
Henry David ThoreaulValden

Thoreaubds solitude is, in spite of his best effc
the write noted the traces left behind by visitors and everything they revealed about themselves even
after they had left: male or female, local or traveller, young or old, and, taken together, visit after visit,
sketching the portrait of another motley grouptthaof Thor eaubés visitors. Hi

‘N

kilometers from the nearest town, is scarcely possible today; conversely, the traces left behind by each
one of us have multiplied. The #fAdigit adcreder eadcr u

a trail of information of a previously unimaginable scale.

2 Dani el Greenwood, Arkadiusz Stopczynski, Brian Sweatt, Thomas Ha
New Deal of Datao
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The magnitude of this change forces us not only
individual, but also to rethink what these twigs and traces entail for the people wipoise @an be

ferreted out, not only from the occasional social call to a nearby recluse, but from every movement,

every transaction, every phone conversation, revealing myriad details about themselves, the groups

they might belong to, and where they mayhbaded next.

The sheer capacity of Big Data collection and analysis means the individual is no longer front and
center. Similar to the way Thoreau drew inferences about his visitors by observing apparently
innocuous traces they left behind, today Bigdbatows governments and businesses to track the
habits and movements of groups, combine and recombine people into categories, and analyze and
attempt to predict their behavior. Individual data is no longer only useful for gaining information
about and tayeting the individual, but alsoand perhaps above alfor gaining information about

and targeting groups. Furthermore, while in the past, such information might only have produced
limited effects, vulnerable populations in the age of Big Data face graelter risks as a result of

being identified, classified and tracked. This is particularly true in fragile contexts or areas of where
the state is weak, where power imbalances, limited judicial protections, instability and data illiteracy,
in addition tothe group privacy concerns emerging from Big Data, could create risks that are
potentially lifethreatening.

The questions raised in this chapter flow naturally from these observations: is there such a thing as

group privacy, distinct from individual pracy? Is group privacy a workable concept? If so, how and

when does Big Data raise problems of group privacy? What kinds of risks are particularly salient for
vulnerable groups Iliving in fr ag%¥lagtly, shouldt ext s anoa
group privacy be a legally enforceable right, and how can it be protected? It is important to underline

that the last two are different questions. Indeed, it is one thing to say that group privacy exists as a

notion and is at stake in certain situations, duite another that it must exist as an enforceable right

in the domestic or international legal framework and be protected in those situations. It is conceivable

that a legal right might not be easily affirmed in every situation where group privacfais iat

stake. We will return to this later in the chapter.

But first, we must start by attempting to define what a group is (). This task is aggravated by the fact
that technology appears to be blurring the distinction between individuals and gks@pesult, we
envisage a continuum from the individual to the group, with inevitable ambiguities in between. We
must then define privacy, both as a general notion and as a right, in order to determine how and when
group privacy interests can be at stak®] how and when questions of group privacy rights might

arise, distinctly from the individual privacy rights of its members (ll). Only then can we begin to

13 Seegenerally Livingston, Steven, and Gregor Walter-Drop, eds. Bits and atoms: Information and communication technology in
areas of limited statehad@xford University Press, 2013.
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suggest directions for stakeholders to work towards (l1). Big data analysis of groups canfioe used
good or ill; the challenge is to enable the positive uses while restricting the oppressive uses to the
extent possible. This cannot be done by legislation alone: it also requires improving awareness and
data literacy, and harnessing technology itseifnprove data security and accountability for

breaches.

What is a group?

What do we talk about when we talk about groups?
designates fia number of persons ofmotethanmmes, 06 t hat
person or thindg? While the separation between a group and its individual members might seem
obvious, we will see that it is no longer as neat as it might have been in the past. With Big Data
anal ysis, an i ndi vitdscanlinbreasinglg teitakes to eeprabentaltlassafc t er i s

similar individuals and, on their own, suffice to draw conclusions about a group.

Secondly, when we refer to groups of people, we usually think of a social, religious, or ethnic group,

or a structuredrganization such as a company, association, or political partghort, we imagine

people who have formed explicit ties, whether legal or otherwise, that bind them together. Technology
changes this, too. With Bi gagfegatedwithueptegedentad, i ndi v
ease. Once individual information has been turned into a data set, subsets may easily be extracted

from thisi thus grouping together, based on certain common traits or practices, individuals who have

no awareness of beingiind by these similarities.

Before defining group privacy, we must therefore look more closely at what a group has usually
meant and how legal systems have envisaged groups up to this day (A). We will then address the
changes created by Big Data and theggjion of whether there is still a clear distinction between an

individual and a group (B).

Traditional notions of groups: seltproclaimed and selfaware

The traditional notion of a social group involves some degree of shared perception of the group as a
group being defined by its members, outsiders, or both. In other words, the traditional social group

14We use the notion of group in the ordinary meaning of the term. It must be noted that
related notions exist in specific disciplines. Logic, linguistics, and computer programming

all refer to the type-token relationship to distinguish between a class or concept (the type)
and the objects that instantiate it (the tokens). Similarly , mathematics refers to the set
element relationship; in this framework, it is possible for a set to have only one element, in
which case the set is called a singleton. We use the notions of group and members, or group
and individuals, in order to connote the crossdisciplinary nature and human focus of our
inquiry, and to enable us to formulate recommendations with a policy -making and legal
reach. In the ordinary meaning of these terms, a group is usually made up of more than one
member, and we will focus on these situations.
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exists as part of a collective consciousness. The members olaawdfr e , or ffactived so
identify themselves as such and proclaim the groupssesce. Their identities are often shaped by

the perception and treatment of the group by the rest of sodiethe same time, such external

soci al perceptions may also form the basis of wh
as a groujy society without its members actually identifying themselves as such. For example,

populations considered vulnerable or fragile have been denoted as such based on the absence of

relative social dimensions (such as income, agency, and resilience)thghitembers themselves do

not necessarily perceive themselves as part of the group.

The characteristics underlying shared perceptions of groups include socially constructed categories
like race and ethnicity, as well as physical, psychological, or belahcioaracteristics such as sex,
political opinion, or union participation. Many selfvare groups, of course, are constituted

intentionally, and take the form of organizations or communities, in which the bonds and relationships
between members may be tnest important characteristics. Such intentional groups often have legal
personality in domestic and international legal contexts. These groups may even themselves be
sources of law or regulation, as in the case of states arstagelentities like provaes, cities, or, in

some customary law systems, tribes.

Aside from possessing legal personality and, sometimeankking functions, traditional groups and
grouprelated concepts have played other important roles in a number of areas of the law,iwhether
the international or domestic legal framework. For example, fundamental norms of equality and the
prohibition of discrimination focus on the risks and harms of individuals being treated differently
based on their membership in certain grodgmother example is refugee law, which protects those
who are persecuted on account of group membet&hipese are all cases of the law protecting
individualsfrom grouprelated harms; but there are also many ways in which the law protects and

gives rights to groupas groups

For example, the International Covenant on Civil and Political Rights (ICCPR) protects the family as
ithe natur al and f un d%The Genagitle Cgnventiomprequines statesad s oc i e
prevent and punish certain conduct aimethatdestruction of a national, ethnic, racial, or religious

group n&Therignitodeld@®@t er mi nati on is held by fApeopl es,
linguistic, or religious term&. Minority rights, although mostly expressed in terms of indigid

group members, have some elements that can be exercised only at the gré@iSienvelly, trade

15 See, egnternational Covenant on Civil and Palitical Rights, Art. 26.

16 Convention Relating to the Status of Refugees, Arts. 1A, 33.

7 Art. 23.1.

18 Art. Il

19 E.g., ICCPR, Art. 1.

20 For instance, article 27 of the ICCPR prohibits states with ethnic, religious or linguistic minorities from denying members of
t hese mi nor i iniceenmunityhwigh the otliehntembers of their grotgenjoy their own culture, to profess and
practise their own religion, orto use theirownlanguage 6 (emphasi s added) .
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unions are directly accorded specific rights in international and domestic law to organize and function
freely 2

More recent emerging norms of international law arguably address group rights as well. The U.N.
General Assenip's Basic Principles on the Right to a Remedy and Reparations suggest that the right

to reparations may be held by groups of people who have been targeted coll&S8iraliarly, the
International Criminal Court's Rules of Procedure and Evidence subgeshtis court interprets its

statute so as to allow for collective reparations. Such collective reparations have already been awarded

in a number of decisions by the In#&merican Court of Human Rights.

Insofar as the international and domestic leyatems have taken groups into account, they have

Box 1. History of group rights

done so for traditional sef war e, or fiactive, 0 groups. However,
could potentially extend to groups that are not necessarily able to represent themselves (svhether a
matter of obtaining legal capacity or even as a simple matter of internal organization and cohesion).

This could encompass traditionally passive groups as well as the new types of passive groups created

by Big Data.

Big Data: new grounds for identifying groups

A group is constituted by a number of individuals classed together. As seen above, the classification
of a number of individuals as a human group has traditionally occurred through a social construct
setting its members apart from other individm and/ or groups of individua

21 E.g. International Covenant on Economic, Social and Cultural Rights, Art. 8.1(b)-(c).

22 Principles 8, 22(g).

2 See generally Friedrich Rosenfeld, 0Collective repatheeRed on for vi
Cross 731 (2010).
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could be enforced internally, i.e. by the members of the group itself, and/or externally, i.e. by
outsiders to the group. Subsequently, the classification might be acknowledged or disputed: being a
menber of a group, or being excluded from it, can have significant implications for individuals.

Groups have always been formed by classification based on commonalities perceived by members
and outsiders. But with the advent of a digitized society, gropsav being defined in ways

different than beforé no longer by mere human perception, but, for example, with the use of
algorithms. As a result, it is important to rethink the definition of what a group is, and to understand
the new ways in which we fthcommonalities. More specifically, it is key to assess the impact of new

epistemic practices related to data analysis on group identification.

The increased availability of personal data results in a wealth of data points on human beings. Rich
data setdn turn, can be used to infer commonalities between individuals. As the traces we leave
behind become virtually innumerable, the common characteristics based on which we can identify
groups are multiplied. Big Data does not refer only to the overwhelweadth of digital data now
available, but also to the development of new tools and methodologies to process this data. Through
machine learning, it is now possible to infer information and draw knowledge from vast amounts of
unstructured data. Pattern rgodion facilitates the discovery of previously imperceptible

interrelations within datasets and, as such, creates new means for identifying and grouping
individuals. As data and information retrieval processes become increasingly sophisticated, so does
the process of group identification. Groups can now seem to automatically present themselves within
data, even as the picture of the individual members remains fuzzy. Big Data thus changes what a

group is and, in the same sweep, what an individual is.

The aplication of automated forms of data analytics, such as machine learning and data mining, can
affect the ways in which we identify and think of groups in four main ways:

o First, data analytics can help us find out new things abotdxsting, sefdefinedl A act i veo
groups. Although the group might have been formed and defined before any data was
collected, we now have the capacity to infer new information from data about these groups
without having any prélefined hypothesis in place.

0 Secondly, we mightame to identify previously neapparent groups on the basis of certain
pre-defined parameters. For example, a data analyst may choose one chardcteristias
pattern of telephone usagend query his database to find seemingly unconnected users who
exhibit similar behaviors.

o Thirdly, without defining any parameters or characteristics upfront, we might discover groups
through new analytical approaches. This can lead to the identification of new groups on the

basis of sets of characteristics previoustiknown even to the data analyst.

ASee, e.g., Bowker and Starés work on the devastatinmei mpact of
Geoffrey C. Bowker and Susan Star,Sorting Things Out Cambridge, MA, The MIT Press, 1999.
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o Fourth and lastly, while using such analytical processes, there will be an increasing risk of

algorithms identifying new groups as a step in the analytic process, even as data scientists
remain unaware of it. The claimssulting from the analysis might in turn affect or harm
these groups, even as the group itself remains latwith neither the group members
identifying themselves as such nor the data ¢
extracted from the datahis is possible in two case scenarios: either the group has been
identified within the data mining process itself but has not become apparent to the analyst; or
a group classification has been enforced through the analytical process by the choice of

certah data which is nonepresentative or biased in some way.
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Box 2. Understanding the complexity of groups in the age of Big Data: Black Twitter

Big Data thus provides new approaches with which groups can be fahede group classification

seemed to hinge on the salience of certain commonalities between individuals, Big Data makes the
grounds upon which we can identify new groups increasingly imperceptibier st t o t he gr o
members themselves, who might be stastogether without ever knowing they share common
characteristics; and then potentially to data analysts as well. The use of more sophisticated and

complex technologies makes the nature of the connections between different data points, and the

impact ofthese connections on group identification processes, increasingly opaque. In this context of
increased automation of knowledge, an epistemic

25 http://harmony _-institute.org/latest/2013/08/06/blacktwitter  -a-networked -cultural -identi
26 http://www.oregonlive.com/politics/index.ssf/2015/11/black lives matter oregon just.html
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consciousness of information extraction will be blurred. Groups mighdnget be classified based

on the perception of certain observers, but through seemingly obscured algorithmic processes. This
incomplete awareness of how and on which grounds group identification takes place could lead to an

epistemic dependence on procasse might no longer fully understand.

Understanding this recent evolution is key in order to evaluate the new privacy risks created by Big

Data, and to examine the notion of group privacy in particular.

What is group privacy?

The concept of privacy is tariously difficult to define and has varied and sometimes conflicting
interpretations. We choose to view privacy as a
of knowledge and control over what information is made public about oneself (BlyiAgthis

concept to groups is a complex operation (B). First, it must be determined when individual privacy

ceases to offer sufficient protection to members of a group; when the group might be at risk even as
its member sdé i ndi v;isathattlbecames apparent that somephingcalledcgtoepd
privacy, separate and different from individual privacy, is at stake and requires protection. Second, we
must examine the practicalities of creating and protecting a privacy right in an internationa

domestic legal framework. Indeed, in order to hold rights, groups must have legal personality. We

must ask what rights, i f any, c aawardandoggamzedn t o fp
but merely extracted from the data. In configuratiwhgre a group privacy right cannot be granted,

can other forms of protection be found to prevent abuses?

Challenging traditional notions and protections of privacy

The shifting ontology of privacy

The translation, implementation and observance of thérigh o pri vacy i n the 0dig
received much attention in the academic, corporate and public sectors over recent years. The

appointment of Professor Cannataci as U.N. Special Rapporteur on the Right to Privacy is only one

among many indicators di¢ amount of attention that this right currently rece®&8. number of

elements of this discussion build on fundamental notions of privacy, and a review of these elements is

essential to understanding the current evolution of the debate.

Privacy remainsper at i onal | y ¢therdi$ no braag consensus enpvhad exactly
privacy is, and consequently on what a right to privacy should protect. Daniel Solove has underlined

ithe great difficulty in reachntnegnta tshaati sifpya rnsgi s

27 SeeUN Resolution A/IHRC/RES/28/16, to be found here:
http://ap.ohchr.org/documents/dpage_e.aspx?si=A/HRC/RES/28/16.
28 Solove 2008.
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though the concern over privacy has esca&l ated i n
In the United States, the right to individual privacy emerged as protection against state infringement

on personal life, as well &s reaction to the emergence of photography and a more enterprising, and
sometimes intrusive, press. It has fa&%otusly been
privacy has also been conceived in myriad other ways. Solove thus lists varigusooiteptions

drawn from a wide array of academic works in disciplines including law, philosophy, psychology, and
sociology. Conceptions of privacy include the ability to shield oneself from the unwanted access by

others; the right to keep secrets, tisatioi conceal certain things from others; the ability to exercise
control over information about onesel f; the prot

and control over the®intimate aspects of oneods |

In another seminal article, Jasne Whi t man t ackl es the Adi scdoncertin
identifying two broad fAcultureso of privacy, one
ot her towards dignity (the FBaghmaspectsarefaouse)s own i n
indispensable to a healthy democracy. As Harry Lewis argues with regard to ancfyeitsibility

to operate outside of the scrutiny and judgment of the public is essential to developing a counter

narrative on major societal issues. Throughustory, individuals and groups have needed to retain

spheres of privacy as protection against the surveillance powers of the state. Uprisings such as the
American Revolution and more recent Arab Spring movements would not have been possible had

their developments been fully known by the established political regimes. The right of citizens to a

private sphere is, in part, what allows for cowmarratives to be thought up and potentially lived out.

Privacy has been a safeguard against state knowledgmingctoo complete, and with it power

becoming too absolute, making privacy one of the fundamentals of modern democracy for individuals

and groups.

But privacy does not only affirm itself against the state and its surveillance powers. It can also protect
people against the prying eyes of fellow citizens, as well as against corporations. Exactly how privacy
deploys its protections varies from one | egal sy
foundational article on privacy was writteninréactcn t o a changing American

every direction t he S6Rav Whtmas hds also painted outf for pxanmple,r i et y .

t hat European privacy protect i ohrghtdit@mguarantael | right
that pople see you the way you want to be seen. They are, as it were, rights to be shielded against
unwanted public exposuret 0 be spared public embarrassment or
2 Dani el Solove, O0Conceptualizing Privacy-4089.90 California Law Revi

30 Samuel D. Warren and Louis D. Brandeis, «The Right to Privacy », Harvard Law ReviewVolume IV, No 5, December 1890..
See alsS&olove 2008; wm Lehn 2014.
3 Dani el Sol ove, o0Conceptualizing Privacyé, 90 California Law Revi
2 James Q. Whitman, oO0Two Western Cultures of Privacy:See@bsognity Vers
Bloustein 1964.
33 9 Anontyymiand Rrvacsimthedviodern Agged. Rotenberg, Horwitz and Scott, The New Press, 2015].
34 Samuel D. Warren and Louis D. Brandeis, «The Right to Privacy », Harvard Law ReviewVolume IV, No 5, December 1890.
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is the media. o By contr astp,r ihveacayr,g uig sa ]Jtth att st hceo nA
still takes much the form that it took in the eighteenth century: it is the right to freedom from
intrusions by the state, especially in oneds own
are, of coursaglative and not absolute differences: both European and American legal systems

incorporate privacy protections against both the state and the imibaia simply do so in different

proportions, and the emphasis each society chooses to place revealdoutdts @onception of

privacy.

Lastly, the very need for a privacy right has also been the source of debate: some have argued against

the existence of a separate right to privacy altogéthvenereas many others have shown continued

support for the currennclusion of the right to privacy as a human right under international law (in

the ICCPR, the Universal Declaration of Human Rights, and other instruments). The need for such
legislation is particularly prominent in confliaffected and terrorisraffeced countries where

security and government actors are increasingly deploying the use of new surveillance and data

collection technologies by security and government actors has outpaced the development of

guaranteed legal protections for data priv&dhile several developing countries such as Nigeria

have constitutional provisions describing the pr
specific details on the nature of these protections from the state, corporations or othertitizens.

While acknowledging the difficulty of reaching a definitigepriori conception of privacy, we

choose to focus on the approach of privacy as a form of diinifiis conception of privacy aligns
with Westinds d ethdchimbfindividua) groupsyor institutions tadeterinine
for themselves when, how, and to what extent information about them is communicated't&°dthers
is particularly relevant to the discussion of the privacy risks posed by Big Data, where the
transmission, collectip and analysis of information are kieynd where the stakes extend far beyond

freedom from the sole gaze of the state.

Data, information, and knowledge

Up until now, privacy protections, as diverse as their forms have been in international and various
domestic legal frameworks, have focused on guaranteeing the individual a measure of control over

information relating to himor herself. In the digital age, this protection has become less effective.

35 Yael Onn et al. 2012.

%SeePrivacy | nternational, OLebanon: 1tds Time to Youdre your I|Internat
2016. https://www.privacyinternational.org/node/586
STAKki nsuyi, F. Franklin. oData Protectliaan Ogpmd rRruinv acyy !Llba vBso cNiad e rSica,

Network. April 24, 2015. http://ssrn.com/abstract=2598603
38 Solove 2008; Smith, Dinev and Xu 2011; MayeiSchonberger & Cukier 2013.

39 Westin 1968.
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First, because data is constantly collected and stwrtsitle the grasp of the individual, with the sheer
multiplicity of digital #Atraceso | eft behind by
control over each piece of information. Second,
subject is no longer, in and of itself, the crux of the problem: such information communicated by an
individual may well be harmless; but once processed, a great deal of valuable information can be

inferred from it.

The works of YvesAlexandre de Montjoye &ll. have shown that it has become increasingly difficult,

if not impossible, to anonymize a dataset (that is, to erase the names of the data subjects and ensure
that these names cannot be found again by -tefeeencing against other databases). Thisiéstd

three sea changes: the number of datasets that can beefevsaced has grown; the data itself has
become richer; and, as a result, t he algorithms

re-identification are no longer effective.

In addition, and crucially, the very issue of anonymity and identification has become secondary:
indeed, the richness of todayo6és datasets mean th
name; data analysis can also allow us to make inferenc about a data subjectds
example by detecting signs of extraversion or of neurosis. This is the meaning of metadata: the

information revealed goes beyond that which is directly contained in thé' data.

This shifts the locus of the problein the age of Big Data and information inferedulextrg the
traditional right to informational privacy no longer provides sufficient protection to the individual; it
focuses solely on information collection rather than analysis, and can thus nodersgkrly

effective instrument of control.

“See also Paul Ohm, o0Broken Prbei SespoifsiPngvBaylt uRespbnAnhogymiozat:i
Review, Vol 57, p. 1701, 2010.

41de Montjoye, Yves-Al exandr e, Samuel S. Wang and Al exS®Pahe¢l BRedson®n DaeaTod
Data Engineering Bulletin, 35-4 (2012).
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These changes are significant for groups and individuals alike, and for the same reasons. Inherent to
inferring information from data is pattern identification. These patterns are based on finding a
property shared by a part of the datasnd seeing how this property correlates with some other
property. Identifying a property possessed by particular individuals means to create a group. When a

second property is added, the group generally becomes smaller, as a lower number of indiMiduals

Box 3. 2013 Release of New York City Taxi Trip Data: Revealing Muslim Taxi Drivers

with High Religiosity

42Whong, Chr i s "Foiling NYCO6S Taxi Trip Datadé Chr i -dataffod myg.ta®om. (2016)
%9 Riding With the Stars: Passenger Privacy in the NYC Taxicab Dat a
http://research.neustar.biz/2014/09/15 /riding -with -the-stars-passengerprivacy -in-the-nyc-taxicab-dataset/

“4Berl ee, Anna. o0Using NYC Taxi Data to Identify Muslim Taxi Driver
2015. http://www.theiii.org/index.php/997/using -nyc-taxi-data-to-identify -muslim -taxi-drivers/
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share both properties. Continuing to add properties will generally cause the group to decrease in size.

Add enough properties and the constituency of the group will end up one.

Demographically identifiable information (DII)

The size of the group itself is information. More valuable, however, are the correlations that

members of the group show with certain behaviors, characteristics, or other relevant aspects. As the
members of the group are selected based on a higher number of properties, taked@eemwill be

more likely to produce accurate descriptions and predictions regarding both the group itself and its

i ndividual me mber s. I n Nathani el Raymondds ear |l
fdemographical |l yi drd,entdrf iftdbllt e eranriedirdmasti d u al and/
points that allow inferences to be drawn, enabling the classification, identification, and/or tracking of

both named and/or unnamed individuals, groups of individuals, and/or multiple gfangividuals

according to ethnicity, economic class, religion, gender, age, health condition, location, occupation,

and/ or other demogr &®phically defining factors. o

In isolation or through linking, DIl comprises all forms of data in which the identificati
classification, and tracking of demographic grou
(PI'l), online data, geographic and geospati al da
Raymond mentions, ethical implications resultiram DIl can arise across the data chain (in
collection, compilation, analytics and wuse) and
that it can be even created. 0

It should be noted that in the release of DII, whether intentionally oramiabally, not all group

privacy risks are equal. In some countries, group privacy violations mainly result in unwanted

targeted ads and other inconveniences in customer experience. While these violations can and should
warrant attention, the consequenaad effects of group privacy violations for vulnerable groups,
particularly those in fragile contexts and/or areas of limited statehood, can be potentially life
threatening. In these environments where the state lacks the capability and accountabidityismec
necessary to protect against privacy violations (both physical and digital), identification and
association with groups facing demograph&sed discrimination can result in unchecked aggression

against both actual and perceived group members.

In other words, just as existing privacy rights are poorly equipped to address the richness and

invasiveness of the inferences that can now be drawn about individuals, they also fail to account for

%Raymond, Nathaniel. oBeyond 6Do No Harmd and Individual Consent:
Civil Soci etyds Use of Data.é6 (forthcoming)
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the richness of inferences that can be drawn about groupspavticularly grave consequences for
and effects on vulnerable populations.
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Box 4. Group privacy, CDRs and public health response

46 Bengtsson, Linus, et al. "Improved response to disasters aml outbreaks by tracking population movements with mobile
phone network data: a post-earthquake geospatial study in Haiti." PLoS Med3.8 (2011): e1001083.

49Using Celll Phone Data to Curb the Spread of MaslCcoberall, @01Har vard T.
http://iwww.hsph.harvard.edu/news/press  -releases/cell-phone-data-malaria/

48 Tatem, Andrew J., et al. "Integrating rapid risk mapping and mobile phone call record data for strategic malaria elimination

planning." Malaria journall3.1 (204): 1-16.

49 Blumenstock, Joshua, et al. "Neighborhood and Network Segregation: Ethnic Homophily in a Silently Separate Society." Proc.
NetMob (2015).

50 SeeDecuyper, Adeline, et al. "Estimating food consumption and poverty indices with mobile phone data.” arXiv preprint
arXiv:1412.25952014); Smith, Christopher, Afra Mashhadi, and Licia Capra. "Ubiquitous sensing for mapping poverty in
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Privacy protection in the age of Big Data

This epistemic shift requires us to rethink what it means to talk about privacy protection. As the ways
in which data is transformed into informatioracige, focusing on the outcomes of this analysis
process will help to better safeguard privacy rights amid-evelving data use practices.

In this view, it is important to identify the various stages of information processing in which the right

to privag/ can be protected. The very first stage, that of defining what constitutes personal data, is a
significant one. For example, ahead of the 6tril
Protection Regulation (GDPR) that is setto bind allbgsine pr ocessi ng European c
worldwide, the Article 29 Working Party, comprised of representatives from all E.U. Data Protection
Authorities, tackled the process from its very basis and proposed to strengthen privacy protections by
expandingthea@f i ni ti on of d&épersonal databd. E.U. texts
information relating to an 5nbwe, thedorfisénsudtexbreachedl e nt i f
for the GDPR, due to come into force in 2018, has expanded the definittover a wider range of

data types allowing for identification, including online identifiers or factors specific to the physical,

physiological, genetic, mental, economic, cultural, or social identity of the data sébject.

The right to privacy can bgrotected at several further steps in the process from data to information.
The most stringent way to protect the right to privacy would be to prevent any collection-of data
points about individuals. This is, of course, unrealistic (and also undesivabteher level of

protection, used extensively over the past decade, consists in anonymizing a dataset by removing
personally identifiable information during the data processing stage. However, as seen above, the
advent of Big Data implies that this is ranber as effective: anonymization can render re
identification more difficult, but not impossible. A third level of protection could be to place a range
of restrictions on the crosgferencing of datasets, even anonymised datasets, that in combination
with each other could reveal sensitive information. Anonymity is no longer central. As it becomes
nearimpossible, and maybe even irrelevant, we must rethink what we intend to protect when we
speak of protecting privacy. It could no longer be to preventdiection of information, or even to
prevent identification, but rather to find the means to block access to sensitive data or to prevent the

crossreferencing that could produce sensitive information.

developing countries." Paper submitted to the Orange D4D Challerfg@13) Mao, Huina, et al. "Mobile communications reveal the
regional e ¢ 0 n o my Procnof NetMbl018).6 | voi r e. "

51 Directive 95/46/EC of the European Parliament and of the Council of 24 October 1995 on the protection of individuals
with regard to the processing of personal data and on the free movem ent of such data, http://eur -lex.europa.eu/legal -
content/en/ALL/?uri=CELEX:31995L.0046

52 http://www.emeeting.europarl.europa.eu/committees/agenda/201512/LIBE/LIBE%282015%291217_1/sitt ~ -1739884
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To explore this appr ocextuaf notion ofipgivacy introdueed Bysvanh er i ¢ a |
den Hovef?® and Nissenbaurtf,respectively, is particularly useful: in this view, goods are allocated

differently across different sphersnformation is arguably such a type of gdé@his requires

defining gpheres (contexts and purposes) in order to then define the circumstances in which data can

be accessed by certain actors. Using this fAspher
variablegeometry privacy protection, taking on different strengtetiding on the data subject, the

data processor, the type of data, the type of use and the context in which it is used.

At the same time, the difficulties of this approach are clear: as new types of data and new practices
continue to develop, it becomesry difficult to determine when and how to set these levels of

privacy protection. We often do not know the magnitude and extent of privacy risks until the harms
we feared have materialized; it is difficult to protect privacy by limiting access to dath das

predictions of how it might be used.

One thing is certain: in the current context, privacy protection must combine limitations both in access
to data and its use to extract certain types of information. In most cases, regulating the use of data will
constitute adequate protection. However, for certain types of particularly sensitive data, it might be
necessary to regulate the collection of the data itself, in order to reduce risks.

In this section, we have underlined both the importance of privaaylémocratic society and the

difficulty of reaching a single definition of privacy. For proof, different societies have adopted

different views of privacy, reflected in the different shapes privacy rights have taken in their

respective legal systems. Waue opted for a broad definition of privacy as a facet of human dignity

and as the right to control the information one makes knowable about oneself. Second, we have

indicated how the changes wrought by Big Data challenge us to rethink the ways in vyriutie¢o

privacy: anonymization is no longer possible or maybe even relevant; and what must be protected is

no |l onger firawd6 data such as names but rather me
from datasets. Third, we have identified samseful elements in thinking about adapting privacy

protections to the age of Big Data, with one key element being the notion that privacy protection must

combine limitations to data collection and access, with a regulation of data processing.

53 Van Den Hoven, Jeroen. Information technology, privacy and the protection of personal data. Cambridge University Press,
2008.

54 Nissenbaum, Helen. "Privacy as contextual integrity." Wash. L. Rev. 79 (2004): 119.

55 For the analogy of information as product, see also Posner, Richard A. "The economics of privacy." TheAmerican economic
review 71, no. 2 (1981): 405109.
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The contentand protection of group privacy

Having established that traditional notions of individual privacy are no longer sufficient to cover the
more diverse harms enabled by Big Data, this section explores in greater depth the content that the

concept ofvafcggroounp ghot have, and how it could worl

Group privacy is not reducible to individual privacy

Why is the concept of HAgroup privacyo necessary
adapt individual privacyo the current technological context and simply strengthen it? If members of
a group are al/|l individually protected from unwa

itself protected?

The answer is no. We have seen that new data collecticanaiybis capacities render the concept of

groups more relevant than before: first, by making more information discoverable about existing
groups; second, by increasing the ability to fex
unaware of their imped membership; and third, potentially, by allowing for imperceptible
figroupingod processes to occur at the data anal ys
context, it is possible for individual privacy to be effectively protected whilgrigahe group itself

insufficiently protected.

Imagine a situation in which each individual has shared his or her data knowingly and agreed, at the
time, to the type of processing to be carried out. Now imagine that the lawfully obtained, lawfully
procesed set of personal data allows the analyst to draw sophisticated inférencesay, likely

reactions to a certain event, or likely population movermieptgdicting the behavior of a group of
individual data subjeciss a group Such inferences woulcetbased not on analyzing past individual
behaviors in order to predict future individual behaviors, but rather on comparing and contrasting the
behaviors of all members of a group, the group having been defined on the basis of one or more

shared charactestics.
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Box 5. Group privacy and forced migration

In some ways, of course, individual privacy can reinfgmaip privacy. The clearest example is

perhaps the E.U.8&s protection of #fAspecial catego
carried over in the GDPR, and which grants increased protection to specific categories of highly
sensitivedatair eveal ing racial or ethnic origin, politdi
trade union membership, and [ é] t he>Whilethisdsssi ng o
a protection granted to the individual, its effect is algortiect specific groups that are more

vulnerable to targeting. But while individual and group privacy do overlap, they remain two distinct

sets of interests.

It is one thing to identify a group privacy interest, and another to create a group privacytrigg

the question we move on to now: if group privacy is increasingly at stake in the age of Big Data, can
it be protected simply by creating a group privacy right, ideally enforceable in both international and
domestic legal frameworks, just like imlual privacy? The answer is more complex. As we have

56 Directive 95/46/EC, supra note 51, article 8.
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seen, Bi g Data means analysts and algorithms can

before; and not all of these groups can practicably wield rights.

Group privacy as dignity: conceptss#li-determination and data sovereignty as applicable to

groups

We now turn to the question of the content that a group privacy right could have. Having opted for a
view of privacy as dignity with, as its corollary, the ability to decide what one keedepar makes

public about oneself, we can attempt to flesh out what this might mean for a group. Two existing legal
concepts are related to group dignity and can therefore help us approach a definition of group privacy:

self-determination, and sovereignty

The notion of sefletermination can be traced back to the American Declaration of Independence and
French revolutiolt! and culminated in the 1960s and 1970s decolonization movement. A core

principle of international law, it designates the legal rigiitseoples to decide their own destiny.

Almost by definition,seld et er mi nat i on, at | e a*canonlybedeeéntats cl as s
play in revolutionary moments when Athe peopl eo
or form of goernment and opt for another. In more recent years, however, the notion has evolved into
more than a mere vehicle of decol o-dezatmonatimTont
some have opposcat ammifin at ie orougs conthentlsfpalificelandd s g

social rights, including by allowing minority groups within a state to enjoy protection and a measure

of autonomy?®

This is rooted in Article 1 of both the International Covenant on Civil and Political Rights (ICCPR)

and Inernational Covenant on Economic, Social, and Cultural Rights (ICESCR). The existence of

such a right to internal seffetermination remains a subject of debate. But the notion is relevant to

help conceive of group privacy: first, because it is a rightibkings to groups as groups,

underlining the unigue interests that groups may have and formulating a particular right to help defend
them. Second, because it encompasses and translates a notion of group dignity, one also at play in the

concept (encountele above) of @idetfermaradtoin@ad. el f

Equally helpful is another fundamental principle of international law: that of sovereignty. On the
international legal plane, sovereignty means that a state is not bound by rules that it has not itself
acceped, it is not submitted to any superior authority. When states take on a new obligation, they

wield their sovereignty in a way that restricts their own liberty, submitting them to rules in the way

57 Antonio Cassese,SelfDetermination of PeoplesA Legal ReappraisaCambridge, Cambridge University Press, 1995, p 11.
58 Jonathan |. Charney, SeltDetermination: Chechnya, Kosovo, and East Timdanderilt Journal of Transnational Law, volume
34, p. 455.

591d.
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they have chosen. This legal fiction is a key instruméttieformal equality between states. But the
term sovereignty has also been used in a different way: it was applied to peoples in the same
decolonization period that saw the right to sldfermination flourish. In 1962, a U.N. General

Assembly resolutiodl e c | ared Athe right of peoples and nat.i

natural weal h and resources. 0

Both uses of the term Asovereigntyo can help inf
means of analogy, a privacy rightthat corssistof r et ai ning control over or
has explicitly consented to relinquishing it. Th

certain resources that are crucial to the collective interest of the group.

However, while tis notion is helpful, it faces two important limitations. The first is a factual

limitation, identified in the previous subsection: while raw data is indeed a precious resource, it is no

longer the sole key to effectively protecting privacy; the aggragatial analysis processes are just as

important to regulate in order to effectively protect groups and must therefore also be addressed. The
second is a legal limitation: the rights of sedftermination and sovereignty described above are

wielded by a legasubjecti the state, the people. Indeed, legal personality is the very capacity to hold
rights: it has been defined as fAthe particul ar o
which it ascri bes c%HBExerasingridts alse,effceurs® requiceasela ci t i es . ¢
awareness: the rights granted to peoples can only be asserted by a group that identifies itself as such,

and state sovereignty can only be asserted by political leaders aware that their office allows them to

commit and bid the state. The analogies to siEtermination and sovereignty can thus help us

conceive, at least partially, of the privacy right of seifare, active grouggsbut they cannot be

applied to the myriad fApassi voegss.groups extracted

How, then, can we envisage the protection of passive groups? In the impossibility of granting them
sovereignty over or a right to control group data, their protection should focus on a different point in
the chain of data collection, analysis, aadjeting. Where a group cannot be given control over its

data (because there is no structured group with capacity to exercise that control), the goal should be to
protect the gr oimidaily,dsssafayimatthe aralysis and engag stadges, by
anticipating and regulating the riskiest uses of data. Where there is no legal subject to benefit from a
privacy right, one solution may be to simply guard against harmful abuses of available data by other

stakeholders.

60 G.A. Resolution 1803, U.N. GAOR, 17th session, Supp. No. 17, at 15, U.N. Doc A/5217 (1962).
61 George Whitecross Paton,A Textbook of Jurispruden883 (G. W. Paton & David P. Derhamd eds., 4th ed., 1972), cited in
Bl ack®6s L a @thdditioo, 200 nar y
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Affirming and protecting group privacy

As seen above, the distinction between the individual and the group is not alwaysitiear

individual privacy and group privacy, while being distinct notions, overlap and affect one another. As
a result, two things should go hand amk to protect group privacy: upgrading individual privacy,

and protecting group privacy as such. This must take place in two legal realms, the domestic and
international. It must also be effectuated through public and private channels alike. Protecfing gr
privacy should, of course, leverage traditional channels of legislation andrrakityg, but in order

to be effective, privacy cannot only be granted in adoywn fashion by lawmakers and through
international conventions. Technological solutionstralso be explored to return a measure of

control to data subjects and encourage security, transparency, and accountability. Lastly and crucially,
awareness and data literacy must be improved in order for privacy to become more than a relic from

the pasor a slogan for its advocates, but rather a daily practice of users everywhere.

Through traditional levers of power

Before the spread of the Internet, legal principles and the logistical burdens of the analog world
limited the violation of privacy. In eEnt decades, however, those barriers have been eroded and the
application of traditional legal principles in new technological contexts has become uneasy. Whether
willingly or accidentally, the tools, resources, and actors that interfere with privacyridtygied.

The imbalance of power between the individual on the one hand and private businesses and
governments on the other hand compounds the difficulty of enforcing privacy rights.

But despite assertions of eager privsgéetor lobbyists or intelligeee agency representatives
procl ai mi ng t haatidnal teds aodfintemational aooventians show there is still
universal recognition of the fundamental importance and enduring relevance of privacy; and of the

need to safeguard it as a rigihéven, and especially, in the digital age.

Most democratic countries around the world have privacy frameworks. Some of them are now
adjusting those to meet the demands of a globalized and digital world. Most notably, the European
Union is currently refaning its regulation and introducing a new, unified Baw; the GDPR pushes

for strict data protection compliance for everyone processing data of E.U. persons. Furthermore, the
U.S. government initiated an ambitious musliakeholder process to develo@Gansumer Privacy Bill

of Rights; however, for a variety of reasons, progress on this has stalled & now.

Such reforms are important steps towards acknowledging the importance of privacy protection

however, they remain problematic in the sense thgtftieus more on the collection and transfer of

62SeeSprenger , Polly. "Sun on Privacy : 06Get Over I|It.o&" Wi red, Janua
http://archive.wired.com/politics/law/news/1999/01/17538 ; Preston, Alex. "The Death of Privacy." The Guardian, August 3,

2014. http://www.theguardian.com/world/2014/aug/03/internet -death-pri vacy-google-facebook-alex-preston

63Singer, Natasha, 2016. "Why A Push For Online Privacy Is Bogged Down In Washington". New York Times.
http://www.nytimes.com/2016/02/29/technology/obamas -effort-on-consumer-privacy -falls-short-critics-say.html?_r=0.
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data rather than the type of analysis carried out through that data. In a Big Data world, there are clear
limits to the efficiency of notice, choice or consent as tools of data protétEonexample, this

would be especially clear in the context of discrimination based on personal data: indeed,
discrimination does not happen in the moment a group member gives his or her consent or when the

data is collected, but at a later, undefined point in time, whernuited for targeting.

Al t hough Graham Greenlefdéds work and others have
privacy laws, in many developing countries, privacy legislations still do not exist, or are very weak,
particularly in their enforcemefit As a result, advocacy for privacy protection will be essential, both

to allow the strengthening of individual privacy in the domestic legislation of all countries and to raise

awareness of, and push states to address, the problem ofrglatep privag violations.

There has already been some movement, on the international legal plane, on the issue of individual

privacy, which advocates for group privacy could build upon. In reaction to the revelation of global
surveillance practices, and followingeport by former UN Commissioner for Human Rights Navi

Pillay,5” the U.N. General Assembly adopted resolution 68/167 on the right to privacy in the digital

age in December 2013. In early 2015, the UNG6s HuU
Rapporteur otthe right to privacy.

Group privacy is not explicitly mentioned in any of these documents. However, the new Special

Rapporteur has been asked to integrate a gender perspective throughout the work of the mandate. By
addressing this issue, the Rapporteuudd@cknowledge that violations of individual privacy can

have a disparate impact on members of certain groups; and that Big Data brings to light a separate
interest of group privacy that must be addressed

momentum to shed light upon the unique risks posed to minorities in the realm of big data.

64 SeeOmer Tene and Jules Polonetsky, Big Data for All: Privacy and User Control in the Age of Analytics, 11 Nw. J. Tech. &

Intell. Prop. 239 (2013)Ohttp://scholarlycommons.law.northwestern.  edu/njtip/vol11/iss5/1, pp. 260 -263.See als®hm,

0Broken Promises of Privacy: Re srpomydminza tt iobavvReviewb¥dt 3P, p.il®w3,ng Fai l ur e
2010.

65 0On the predictive nature of Big Data analysis, seeKate Crawford and Jason Schultz, Big Data and Due Process: Toward a
Framework to Redress Predictive Privacy Harms, 55 B.C.L. Rev. 93 (2014),

http://lawdigitalcommons.bc.edu/bclr/vol55/iss1/4 and | an Kerr and Jessica Earl e, OPredicti
How Bi g Data Thr eat e n6é StéiLgReR Drine65, 2013Pr i vacy o6,
http://www.stanfordlawreview.org/online/privacy -and-big-data/prediction -preemption -presumption .

66 While privacy and data protection laws ar e generally strong in developed countries, the United Nations Conference on

Trade and Development underlinest hat it remains 0i nadequaUNCIAD, imformation&conopyar t s of t he
Report 24 March 2015 http://unctad.org/en/PublicationsLibrary/ier2015 en.pdf , pp. 64-65E.g.,at the moment only 14

African 14 countries have or are planning to enact privacy regulations. However, the African Union recently develop ed a

convention on cyber security and personal data protection that would commit member states to establish legal frameworks for

e-transactions, protection of data, and punishment of violations.
http://www.internetsociety.org/sites/default/files/Internet%20development%20and%20internet%20governance%20in%20Af

rica.pdf

87The right to privacy in the digital ag80 June 2014Report of the Office of the United Nations High Commissioner for Human

Rights, http://www.ohchr.org/EN/HRBodies/HRC/RegularSessions/Session27/Docume nts/A.HRC.27.37 en.pdf
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With growing awareness of the weak privacy protections in many developing countries, the onus is
also on private companies to take a measure of social respionaihd control of their processes.

This can be achieved through specific regulatory processes. For example, organizations operating in
Europe will soon be compelled to provide reports onfiteamcial risks and the environmental, social

and human rightsrpacts of their business@8.This is relevant to group protection; and in fact this

new regulation concerns pubiitterest entities, such as banks and insurance companies, that hold a
great deal of personal data and whose business practices could ¢iettefdere with group privacy.
Unpacking the mechanisms that affect the privacy and protection of groups would be a first step

towards addressing the issue.

Such regulations could become a more generalized practice. Requirements like this could bd extend

to more industries where group privacy could ostensibly be at stake (for examplajrdata

companies), and adopted by a greater number of countries. They could function as an obligation of
transparency and accountability, compelling companies toiagaheir own data processing

practices and outline their potential human impact. Going a step further than the requirement to have a
publicly available privacy policy, one could imagine a requirement for companies to provide national
regulators and privatusers/clients with an assessment of the potential biases resulting from the
companybés data processing methods and the ensuin
too high, or touch upon particularly sensitive issues, national regulatddslmgiven the authority

to require modification of the data processing methods so as to minimize their negative effects on

vulnerable groups.

Inspiration may also be drawn from existing provisions that already help to protect groups. The
current EU Da Protection Directive imposes stricter restrictions on the processing of certain
categories of sensitive data (heathated, religious, sexual, racial, ethnic, political, etc.), as will its
successor, the GDPR. While these restrictions form part othanesm to protect individual privacy,
they are based on the risk of discrimination and therefore naturally also protect certain vulnerable
groups. In order to better address group privacy risks, other legislative texts could emulate and build
upon theseidpositions. Going one step further they could make explicit their aim of protecting group
privacy as well as individual privacy. The incorporation of group privacy concerns into a growing
number of laws and regulations around the world would help raiageagss within the companies
wishing to do business in the countries concerned and could, in turn, help raise the bar across the

world for corporate practices on the protection of vulnerable groups.

Here too, it may appear that group privacy is more &ffely protected by regulating data processing

and the use of algorithms than by giving people more control over thes@ldtdernational

68http://ec.europa.eu/finance/accounting/non __ -financial reporting/index_en.htm
http://ec.europa.eu/finance/accounting/non  -financial_reportin g/index_en.htm
69 The regulation of algorithms has already been applied successfully in other areas, such as in the gambling industry.
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agreements and fisoft | awd directly addressing th
and processindata in ethical mannerssuch as the U.N. Guiding Principles on Business and Human

Rights70 i would be an additional step towards privacy protection. The Internet Jurisdiction

Projec71is another example of a sedgulatory mechanism for companies ofiagpin a legislative

void. In this voluntary alliance, private companies seek consultation from international experts on

dilemmas they face regarding freedom of expression. Similar formats could be applied to issues of

group privacy protection.

Whiletred i es and | egi sidaotwineon i arse rameanit sl tt epw ot ect
they also offer limited opportunity to react and adapt at the pace of oehtagging digital

environment. In addition, in the context of Big Data, the discritiinabased on algorithms usually

does not happen when the data is collected but at a later point in the processing stage. International
isoft | awd that pushes private actors towards in
mechanisms and groupiagl gor i t hms wi |l |l therefore be just as

advocatesd concerns.

Companies themselves could participate in developing these instruments, supplementing legislative
and regulatory dispositions with their own best practices angsingwide standards tailored to their
specific needs. Privacy laws and regulations must be formulated in broad terms to avaid built
obsol escence. But corporations® and associati ons
to the specificitis of their field, and more flexible in the face of fast technological advances. Private
actors should therefore participate in the development of a regulatory framework, for example by
developing internal corporate rules that specifically outline and tivaitise of sensitive information
pertaining to groups, at least where they can foresee that the information they collect or the way in
which it is processed could be sensitive. They can do so by voluntarily moving towards greater
transparency; by adoptirggoup privacy policies that make clear to the public when grelgted
information is used and how; and by developing compliance processes that allow to regularly control
for and correct any violations of that policy. While a changing legislative baakdnwould certainly
provide part of the incentive for such an evolution, so should the growing public concern for privacy

and the notion that privacy is not only good policy, but also sound business.

Through a more harmonized international regime for datamanagement by users

As privacy becomes more strongly affirmed in domestic and international law, the avenues for

individuals and groups to exercise their privacy rights must become more efficient. Currently, Internet

and mobile service users are at theayp®fil-c oncei ved pri vacy policies, s
compliance with existing | aws, and | ocal data pr
70 http://www.ohchr.org/Documents/Publications/GuidingPrincipl esBusinessHR_EN.pdf

71 http://www.internetjurisdiction.net/
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privacy rights to become more meaningful, they must also be exercised more meaningfudly by th

data subjects themselves.

It is in this view that Greenwood, Pentland, et
giving individual citizens {[leeysuggestontravsover dat a
i nspirati on dtaPomtactidnlDieectite, whichthas, siice 1995, successfully altered the
practices of major service providéf€Going beyond existing laws, they suggest a system of fine

grained individual control over each piece of personal data that would go a lonoweasls

realizing the-deitefomi mati omal evseked above. Il n orc
envision a fitrust networko enabled by the allian
al | items of dat a ecdyingwherestiee dataactne dramharddvhdtthey eah s s p

and cannot "“Thetermssoe the ldbalsrcouldl, in turn, be matched by the terms of art used
in the legal system (in contracts, regulations, etc.) An efficient network would require international
harmonization in order for the various labels to be compatible amongst each other and for legal terms
to be translated without loss of meaning. While this might seem complex, Greenwood et al underline
that it is akin to Visa Operating Rules and, more gahge the way the credit card network operates.

Their proposal flows naturally from existing systems of privacy protection through user consent, and

from the desire to make such consent moredjraéned, more informed, and more genuinely ffee.

Just astiapplies to individuals, it could be applied to active and structured groups who benefit from

| egal personality. One can -makeas@r repmesergatives canyyol s uc h 3
over groupspecific data: for example, informationontheg@wdés i nner wor ki ngs and
culture, and its strategies and plans for the future. However, it cannot protect information that the

group is unaware of and which might be extracted
the latter, group @tection might once again take a different approach, and focus on restricting

analysis of sensitive data categories that are most likely to be used to target or oppress vulnerable

groups.

Lastly, while Greenwood et dcitabnayt@ahamovweradatdn pr esent
control to user s, it comes with new risks of i t S
class, 0 and, in order to encourage positive uses
creating incentives tshare it. While this solves the problem of having massive caches of information

siloed within private companies, cordoned off from many potentially beneficial uses, it also risks

2Dani el Greenwood, Arkadiusz Stopczynski, Brian Sweatt ;theThomas Har
New Deal on Dataod

73See Google and the right to be forgotten:Si | ver , Joe. 2014. " Google Must BiTechiea. 0l nadequeé
Accessed April 1 2016. http://arstechnica.com/tech -policy/2014/05/google -must-eraseinadequate-links -court-says/.

“Dani el Greenwood, Arkadiusz Stopczynski, Brian Sweatt ;theThomas Har

New Deal on Databé

%0n the difficul tmasmsagefmedqpgroi v aac yt hsedxdunrireeln tJ .s i Soul acMaeageménPand vacy Sel f
t he Consentl2dHalveedhavaReyview 1880 (2013) available at

http://papers.ssrn.com/sol3/papers.cfm?abstract id=2171018 .
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increasing inequalities. If services or financial incentives are providextimange for personal data,

it is easy to imagine that the most vulnerable elements in séomtether individuals or groupgs

will be more eager to part with their information, thereby making privacy a privilege. This can be
fought, at least in partytimproving data literacy and privacy awareness, as discussed in subsection
D.

By improving data security and accountability for breaches

As law and technology evolve to ensure greater user control of individual and group data, technology
can also affordis stricter control of the downstream uses made of such data. This is perhaps the most
promising avenue for protecting group privacy in the case of passive groups or even in the case where

data analysis can extract information that the group would net kioav to protect. Accountability

a

should not be |l eft to the whim of governments?é
laws and regulations, technology itself can help protect both individual and group privacy.
Greenwood et al thus suggeseimdr at i ng Acomputati onal |l aw technol

in order to automatically verify the terms of use agreed upon for each item of data and the compliance
of parties to these terms. Similarly, de Montjoye et al propose a system dubbed®penPDa-n o p en

source Personal Data Store enabling the user to collect, store, and give access to their data while

protecting™heisypréemaegsores that most processi

take place on a thirdarty server, butet her | ocally within the userés
secured digital space under his control. This al
user6s data when needed, without its being hande

Agroup computationo to answer specific questions

and other actors gaining access to or ownership of the data of the people or group thus concerned.

Technology can also serve to enhance accountabilitye boe mp |l e, data anal ysi s

software, used by U.S. government agencies and increasingly also private financial institutions,

gi

purportedly features fibaked indo privacy protectdi

the data, witreach action being attributed, and stof&itk intelligence software also features

Ai mmut abl e atitdoiwe vfeurn,c twheinfsaiol ht echiaotiogyo i s rep

privatesector versions of Palantir software, its use is not mandateldhe company itself has
admitted that it cannot control how its clients use its prod@atsaddition, while this technology
allows to track unauthorized use or tampering with the data, it does not incorporate additional privacy

protections extranesu t o t he companydés internal rul es. It

%YvesAl exandre de Montjoye, Samuel S. Wanlgarge®d ®Ixe PReart d amall, batna G ,h e2

77 Palantir Gotham Overview, https://www.palantir.com/palantir -gotham/ .

78 Palantir Intelligence, https://www.palantir.com/solutions/intelligence/

®Quentin Hardy, oUnl ocking Se&heNewtYyark Timed#MayRI1p2014) t s Own Val uesé,
http://w__ ww.nytimes.com/2014/06/01/business/unlocking  -secretsif-not-its-own -value.html ?
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facilitates audits. Palantir is precisely the kind of company that has drawn fierce criticism from civil

rights advocates for enabling mass surveilldideet it s Lsbeofi @8si enbi neer sc
inclusion of audit features in its software can still point us towards a solution, and one that is

particularly relevant to the protection of group privacy. Where individual controls are insufficient,

they can be supplementeyd dudit technologies that help maintain a clear chain of responsibility in

case of abuse. Here too, of course, technology, law, and policy must go hand in hand: technology can
improve accountability only if the will or obligation exists to carry out regalalits and to sanction

violations.

Through i mproving awareness and o6data | iteracyo

Currently, Big Data appears to most citizens to be too complex, too blurry a notion, and too technical
to be readily grasped. To ensure that thegdte-defined path bBig Data leads to societal welfare

and prosperity, people must be empowered to engage in amaaded debate about what kind of
datadriven world we want, ensuring that they have the capacities to act as mature citizens and shapers

of a digital world.

First, education is crucial for the obvious reason that only people who know how something works are
able to shape it. In the age of Big Data, the wider public needs to better understand the basics of
digital technology, data science and algorithms. Netyegschoolchild should become a data scientist,
but basic technical skills such as the essentials of programming could enable us to better understand

our new digital environment; and hence to help o

This also neans discussing the societal and ethical implications of Big Data at an early stage,
including its potential downsides, and expl ainin
others in the analog woridfor example, by making clear the posiijp of algorithm-based

discrimination on traits that would have been invisible in the analog world (such as religion or sexual

orientation).

Secondly, this means investing in university training to point young people towards new careers. We
are just athe beginning of the Big Data era, and alongside the increasing demand for data scientists,
we can assume that in the future more experts in data law, data ethics, privacy and digital rights will

be needed.

Thirdly, programmers, data experts and the dike exerting increasing influence on our daily lives as
digital technologies and the accumulation of huge quantities of data affect us all. Many of them might
not even be aware of how their work might harm others, such as minorities or other membes of ot

particular groups. The responsibility of each individual should be discussed when producing

8ohttp://www.bloomberg.com/bw/magazine/palantir -the-vanguard -of-cyberterror -security-11222011.html
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algorithms and other digital tools. Ethical training and guidelines we have seen take root in other

industries’ are urgently needed for these experts.

Fourth and lastly, civil society organizations must be involved in the discussion. This includes raising
awareness among digital rights advocates on the potential negative implications for certain groups,
and capacitypuilding for NGOs that advocate for ggmiand minorities in the analog world. More
campaigning needs to be done to expose not only the potential risks of Big Data for individuals but

also, and more importantly, the impact these potential risks may have on groups.

Conclusion

Big Data has blued the boundaries between individual and group data. Through the sheer number
and richness of databases and the increasing
behind by each one of us have not only multiplied to a degree that caltalivigtual privacy into

guestion; they have also created new risks for groups, the members of which can be targeted and
discriminated against unbeknownst to themselves, or even unbeknownst to data analysts. This
prompts us to enrich our understanding o¥gcy. Where individual privacy might once have
sufficed to rein in state and corporate surve
sufficed to give individuals a measure of control over their reputations and security, today it can leave
groups vulnerable to discrimination and targe

The concept of group privacy attempts to supplement individual privacy by addressing this blindspot.

Group privacy is not, however, without complicatiafsts own. Indeed, creating a simple, ene
dimensional group privacy rigiig no silver bullet: such a right can only provide effective protection
where there is a group possessed of legal personality able to enforce it before a (domestic or
international court or tribunal. Yet Big Datads part
valuable information about passive groups with no suckasedfeness or capacity. Thus, on the one
hand, a group privacy right can help active, structured growestdleir informational self

determination and protect their own interests. On the other hand, it must be supplemented by
additional protections that recognize and address the privacy interest of passive groups extracted at

the data analysis stage.

This points us towards a muftironged approach to strengthen the protection of privacy. Traditional

avenues, including conventions on the international plane and legislation in the domestic legal sphere,

are indispensable to reaffirm the importance of privawy further public debate about its application
to groups. These should not focus only on setting the conditions for lawful data collection, but also on

limiting and sanctioning the risky downstream potential uses of such data.

The introduction of harmoméd regulation on data sharing could also afford users a greater measure

of control over their own data and increase transparency surrounding the ways in which our myriad
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Abreadcrumbso of i nformation are usamessedbBoth t he s a
to help develop technology that ensures greater accountability for privacy breaches, and to encourage

the social responsibility of businesses where local privacy laws are weak.

Lastly, none of these changes can have a meaningful impaciavincreased data literacy across the
board, so that individuals become more aware of the impact of their actions not only on their own
safety, but also on that of others. Improving privacy protections is not an impediment to the myriad
potentialities oBig Datai but rather the condition for this potential to be unleashed in a responsible

and socially beneficial way.
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4.Beyondi D bloH a r rad Individual Consent: Reckoningwith the
Emerging Ethical Challengesof Civil S o ¢ i &deqgf Data
NathanielA. Raymond

la.Introduction: New Technologiesand NewEthicali Bl i ndspot s o
Thedigital revolutionis transforminghow governmentsthe privatesector,andcivil societyview the
possibilitiesandperilsinherentin the useof new InformationCommunicatiorirechnologis (ICTs) 8!
For humanitarianhumanrights,anddevelopmenactors theinitial excitemenwhich accompanied
theemergencef crowd mappingplatformssuchasUshahidiandtheincreasedavailability of satellite
imageryhasnow begunto give way to well foundedanxietiesaboutthe unchartecandpoorly defined

ethicalimplicationsof theseincreasinglycommonplacéools andtactics.

Oneneeddook nofurtherthanSeanMartin M ¢ D o n dahdihérk2016paper Ebola: A Big Data
Disaster to seethattheseconcers areincreasinglybeingbornout by recentusecaseof ICTsin the
contextof complexdisastersMcDonaldmakesthe casethatthe useof ICTs to captureCall Detail
RecordqCDRs)duringthe2014- 2015WestAfrican EbolaPandemiwiolatedlocal and
internationallegal standardsinfringed ontheindividual andgroupprivacy protectionsof civilian
populationsandemployedhesetoolstowardsachievinga still largelyill -definedtechnicaland
operationaboal.

It is unfortunatelyhighly likely thatthetype of clearlyunethicalandpotentiallyillegalii d i sast er
e x p er i mehatMaDonalddocamentdy civil societyactorsin the contextof the ebolacrisis

will continueto occuraslong asthe currentgapin ethicaldoctrinefor the useof thesetechnologies
persistsln theabsenc®f any substantiveutsidelegal or regulatoryenforcemeneitherdomestically

or internationallyfor civil s 0 ¢ i ws¢olI@Ts andthe datatheyproducethe developmenbf ethical

normsthatmayencourageself-reguldion by civil societygroupsbecomesssential.

This chapteraimsto identify, define,andexploretwo critical ethicalfi b | i n detaediotthe 0
currentuseof ICTs by civil societyactors- theincreasingcritical importanceof demographically
identifiable informationandthe deploymenbf remotedatacollectionstrategiesvhenindividual
informedconsents not possible This chaptercontendghatthesetwo largelyunaddressetlindspots,
in particular,arepreventingecivil societyfrom effectivelyrespondingo the newethicalchallenges

uniqueto theemerginguseof ICTs.

81 Foradefinition of ICTs, pleasesee:https://www.cs.cmu.edu/~rtongia/ICT4SD_CkICT.pdf
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1b. The Ethical Doctrine Gapin Civil So ¢ i €urrgnd Wseof ICTs and Data

Therapidandongoingadoptionandadaptionof informationcommunicatiortechnologiegICT)
within the pastdecadeby humanitariarandhumanrights actorsfor the purpose®f capturingand
analyzingmultiple forms of digital datais a significantturningpointin the historyof civil society.
While manytypesof organizationsnay comprisewhatcanbedefinedasfi ¢ isvoicli thiscliapter
focusegprimarily on nongovernmentabrganization§NGOs)thatareengagedn the provisionof
humanitariarassistancegvidencecollectionfor humanitariaradvocacyandaccountabilitypurposes,

andcommunitybasedorganizationsengagedn developmenandpeacebuilding activities.

ICTs now providethesenon-governmentabrganizationsensanaking,outreachandsituational
awarenessapacitieghat,whentheyhavebeenavailableto othersin the past,wereprimarily the
domainof privatesectorandgovernmentahctors particularlymilitaries andintelligenceservicesMy
colleaguedBrittany Card,Ziad al Achkar,andl identify in a2015articlefor the Europearinteragency
SecurityForumthreecommonusescasesf ICTs specificto the humanitariarsector.

Theseusecasegrovideclearexamplef how manycivil societygroups,notonly humanitarian
organizationsareapplyingtheseincreasinglycommonplace¢oolsfor a diverserangeof constantly

evolvingpurposes:

ARemotelycollectingandanalysingsocialmedia,geospatiatiataandothersourcesf data;
ACommunicatingnformationin orderto improvesituationalawarenesanddispelrumours;
and

AConnectingffectedpopulationgo responsectivities.

While the potentialbenefitsof theseapplicationsof ICTs andthe dataderivedfrom themfor civil
societygroupsmay appeaiobvious,the uniqueandemergingethicalchallengeshatthese
technologieaindtheir applicationamay createand/ormagnify aresignificartly lessclear.Brittany
Cardandl, in ourwhite paperApplyingHumanitarianPrinciplesto CurrentUsesof Information
CommunicatiormechnologiesGapsin Doctrine,Challengego Practice concludethatthereis a

generalackof A mi n i smtuam dfa thepmovisionanduseof ICTsin humanitariaraction.

1c. The Emergenceof Ad Hoc Codesof Conduct
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NGOs,in particularvoluntarytechnicalorganizationgVTOs), havenonethelesbegunto generate
andadoptICT applicationspecificethicscodesasthey seekto facethesechallengeslespiteclear
consensuabouthow to addressheseglaringgapsin humanitariarethicaldoctrine.While afar cry
from minimumstandardstheseinitial attemptsat providingorganizationgthicalguidancecurrently

representhe stateof theart.

Theseethicalregimespftenin theform of individualVTO i ¢ o dfe ® n d areemerging
simultaneouso concerndeingraisedin theliteratureaboutthe potentialimplicationsthesenew, little
understoodtthicaldynamicsinherentin civil societyapplicationsof ICTs mayhavefor vulnerable
populationsMy colleague<Caitlin Howarth,JonatharHutson,andl write in Crisis MappingNeeds

an Ethical Compassthatcivil societygroupsemployingICTs:

€ o f trigk madvertentlycreatirg new perilsfor thosewhomtheystriveto help. As such,
someof the pressingquestiondacingthefield of crisismappingthathaveyetto beanswered
in ageneralizablavay include:Whatinformationshouldbe shownpublicly, andwhenand
how shouldit be shownAVhenshouldit notbe shown?Do crisismappersometimes
unintentionallyprovidebadactorswith very usefulintelligence?Are at-risk populations
endangeredly sharinginformationwith crisismappinginitiativesand/orsocialmediai even
whenthisis doneremotelyandwith the useof encryptionaVhathappendo vulnerable
civiliansif crisismappingdatais wrong?Whathappengo themif the datais right? What
responsibilitydoesthe crisis mappingcommunityhaveto reportandsharemistakes
transparently™ crisismappersarethefirst to spotanemerginghreat,thenwhatis the most
ethicalandeffectiveway to alertpeopleonthe groundwho maybein imminentdangerHow
cansensitivedatabe keptmoresecurdrom hackers?Whenis thelevd of risk to vulnerable
populations orto thecrisismappefi toohighto engagen crisismappingaVhois

ultimatelyaccountabldéor measuringevaluatingandmitigatingtheserisks?

Evenwithout anemergingconsensuto manyof thesecritical questias,a nascentthicalregime
animatedby apparenthysharedgrosscuttingconcernsanseeno be emergingprimarily through
thesead hoc codesof conductbeingpromulgatedy VTOs andsomelargerNGOs.In mostcases,

theseVTO-drivencodesof conductarestronglyinfluencedby two particularethicalantecedents:

1. Theprimumnonnocere( d@iboveall -donoh a r wodigeptfoundin medicalandsocial
scienceresearclethics;and
2. The standardembodiedby the RedCross/NGOCodeof Conduct?

82 Code of Conduct. IFRC. Retrieved from http://www.ifrc.org/en/publicatammbreports/codenf-conduct/
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While othersourceof traditionmayinfluencethemto varyingdegreesa generaliteraturereview
suggestshatthesetwo antecedentappearto bethe mostinfluential. Theintentof thesecodesof
conduct.andthe sourcesf ethicaltraditionuponwhichtheyarelargelybasedarebothconsistent
with the pastpracticesof other,relatedfields of datacollectionandanalysis.Theyalsoincorporatejn
manycases/erbatim,the corevaluesthatdefinehumanitariaraction,suchasi h u mani t y o,
Aii mpar iyl iangdfdd e u t mwhidh ihdseappljcationsof ICTs oftenaspireto uphold

andadvance.

Additionally, theseethicalregimesoften,understandablyeferenceor drawuponthe primary
operationabuidanceavailableto datefor conductingthis work, the InternationalCommitteeof the

RedC r o BrafdssionalStandardgor ProtectionWork Carried Out by Humanitarianand Human
RightsActorsin ArmedConflictand Other Situationsof Violence(hereafterii Pr o f eStamndamds a |
for ProtectionwWo r K3ddwever, theseethicalregimesarefundamentallyinsufficientfor addressing
theuniqueethicalchallenge®f currentcivil societyapplicationsof ICTs andthe dataderivedfrom

them.

Thesefi Do H a r andhumanitariarprinciplebasedegimesthis chapterarguesareseverely
insufficientto meetingthe ethicalchallenge®f the networkedageby themselvesTheseconcepts
aloneareinadequatéo the presentistoricalmomentbecausehey neithercountenanceor address
whatthis chapteridentifiesasthe two primaryrequirement$or any comprehensivethicalregime
thatseekgo guidecivil s o ¢ i leutggodirgppplicationof ICTs. Theserequirementsarebeingable
to defineandaddresshe heretoforeundefinedconceptof A D e mo g r algehtifiableDated yor

DIl, andwhatthis chaptereferstoasthe ConPana dox 0 .

This chaptemwill seekto defineboththe conceptof DIl andthe ConsenfParadoxexploringtheir
currentandpotentialimplicationsto vulnerablepopulationdrom civil s o ¢ i apflicatirssof ICTs.
Additionally, this chaptemwill alsoseekto understandhe roadblockghesespecificchallengegpresent
to creatingcomprehensivegoherentandrealisticethicalregimesfor thiss e ¢ tuseof 83 -derived

data,aswell aspotentialapproachesor helpingaddresghem.

2a.Defining What Constitutesi Be n e f iacdéi Ncma | e f i in EGunrente O

Practice

83 http://www.ifrc.org/en/whewe-are/visiorandmission/thesevan-fundamentaprinciples/
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Theethicalstateof theart, soto speakpof civil s 0 ¢ i emergidggpplicationsof ICTs andthedata
derivedfrom themmustfirst be morefully understoodeforethe conceptf DIl andthe Consent
Paradoxaswell astheir potentialimplications,canbe appropriatelyandfully defined.At present,
two mainobjectivesappeato broadlyunderpintheemergingethicalnormsguiding ICT application

by civil society.

First, thereis the clearaim of avoidingthe unintentionalnfliction of harmuponthe populations
whichthoseapplyingICT andtheir dataseekto servethroughthe useof thesetechnologiesandthe
resultingdatathey may provide. Secondlythesegroupsaspireto apply ICTs andtheir datain away
thatupholdsthedefiningvaluesof the humanitariarandhumanrightsfields - of which manyICT
datausersselfidentify asmembersChief andoft citedamongsthesevaluesis the principle of

fi h u ma (ol somederivationof it), whichis definedby the InternationalFederatiorof RedCross
andRedCrescenSocietiesjn part,asthe protectionii olife andh e a lartdthe®ensuringfi oréspect
forthehumanb e i ng o .

In thevocabularyof medicalethics,from which someof theseethicalconceptoriginate thesetwo
goalsexpresahatis referredto asthe ethicalprinciplesof i n ena | e f iaocdfibeea@ f i cence 0,
respectivelyThe University of California SanFranciscq UCSF)Medical Schooldefinesnon

maleficencesfollows:

Non-maleficenceaneango fido no harmo Physiciangnustrefrainfrom providingineffective
treatment®r actingwith malicetowardp a t i e n pedidemtdihécalissueis whetherthe

benefitsoutweighthe burdens.

Beneficencewhich canoftenbe confusedwvith non-maleficenceis definedby UCSFMedical School

below:

Beneficencas actionthatis donefor thebenefitof others.Beneficen actionscanbetakento

help preventor removeharmsor to simply improvethesituationof others.

Exploringcurrentcivil societyconception®f non-maleficenceasopposedo thecomparativelynore
easilyappliedconcepif beneficenceis essentiafor assessingrhetherthe currentethicalstateof the
artin civil s o ¢ i wseéofydatais sufficientto addresshefield-specificchallengest faces.n the
contextof this chapterdefinitionsof engagingn the ethicof non-maleficencas limited to the
following: Theability to ethicallyweighthe balan@ of consequencea®latedto any potential
interventionandthe ability to ensurethe professionatompetenciesecessaryo engagen

beneficencasdefinedby currentpracticein thefield.
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As this chaptemwill show,civil societygroups basedon the definition providedabove areat present
largelyincapableof engagingn non-maleficenceThis is the casebecause¢he primary dangerghat
their emergingethicalregimesattemptto addressreincreasinglyanachronistién thefaceof the

threatsinheren in currentapplicationsof ICTs.

2b. Current Definitions of Non-Maleficence:Protecting fi P | dnabObtaining

Individual Informed Consent

Whatthefield perceiveghe currentethicalchallengest facesto bethatcouldresultin maleficence,
or thedaing of harm,mustbefirst identifiedto beginto assessvhetherits definitionsof non
maleficencearesufficient. Two clearandinterrelatednechanisméy which harmcould be potentially
inflicted to the populationghatcivil societyactorsapplyingIlCTs andtheir dataappearo routinely

beidentifiedasmajorissuedriving the creationof ethicalregimesfor this sector.

One,isthedisclosureof i p e r s idemtdidbleiyn f o r max RIlj collactedby datadriven
interventions.A definition of PII providedby the United StatedDepartmenbf Labor(n.d.)is helpful

to understandinghe myriad of potentialdatathatcanconstitutepII:

Any representatioof informationthatpermitsthe identity of anindividual to whomthe
informationappliesto bereasonablynferredby eitherdirector indirectmeansFurther,Pll is
definedasinformation: (i) thatdirectly identifiesanindividual (e.g.,name,addresssocial
securitynumberor otheridentifying numberor code telephonenumber emailaddess etc.)
or (i) by whichanagencyintendsto identify specificindividualsin conjunctionwith other
dataelementsi.e., indirectidentification.(Thesedataelementsnayincludea combinationof
genderyace,birth date,geographidndicator,andother descriptors)Additionally,
informationpermittingthe physicalor online contactingof a specificindividual is the sameas
personallyidentifiableinformation. This informationcanbe maintainedn eitherpaper,

electronicor othermedia.

Thethreatghattheinadvertentand/orunauthorizedeak, intercept,or theft of Pll mayposein theuse
of datain humanitariarandhumanrights contextsaremultitudinous,complex,andare,unfortunately,
increasinglywell documentedChamalesandB a k eSecoirggCrisis Mapsin Conflict Zones
presentseveralexamplesincludingrecentincidentsin SudanandPakistanwherePIl andDI|

disclosureby civil societydatadeploymentput civilians andpractitionersat potentialrisk of harm.
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Someof thesethreatshat mayresultfrom Pl collectedby a datacollectiondeploymenbeing
compromisectanincludethe exposureof specificindividualsand/orpopulationgo societalstigma;
targetingof individualsandgroupsfor violent reprisal;subjectingundocumenteg@opulationsto law

enforcemenaind/ordeportatiorproceedingsandincreasedisk of exploitationby variousactors.

Thesecondnechanisnthatcivil societyhasgenerallyacknowledge@sa reasorfor creatingethical
regimesgoverningdatadeploymentsnvolving vulnerablepopulationds theissueof the collectionof
Pl without theinformedconsenbf thoseprovidingit. Thisissueis intricatelyandintimatelylinked

to thethreatof improperdisclosureof Pl discussedbove.

While thereis noacceptedi h ma n i toafir hi uanrmadng fietd-specificdefinitioninformed
consentpersay,thefollowing threepartdefinition of the conceptfrom the US Departmenbdf Health

andHumanServiceqn.d.) pertainingto humansubjectgesearctgenerallydefinestheidea:

(1) disclosingto potentialresearctsubjectdnformationneededo makeaninformeddecision;
(2) facilitating the understandingf whathasbeendisclosedand
(3) promotingthe voluntarines®f the decisionaboutwhetheror notto participatein theresearch.

In bothgovernmentahndnongovernmentadiefinitions,the ability for anindividual whosePll is
beingcollectedto consento participatingin its collection,andto do sowith aninformed
understandingf how it will beused,is consistetly connectedo the ofteninterchangeablealuesof
upholdingtheirii h u ma andft dyiog n exampleof this concepbf informedconsenin practice
by acivil societyactorengagedn datacollectionfrom vulnerablepopulationss the datapolicy of
OxfamGreatBritain (2015),who state:

Participantdhavetheright to befully informedin orderto makea decisionabouttheir
participationin anydataactivityé O x f anaiits agentswill gaininformedandvoluntary
consenbeforeobtaininganyinformation from participantsDatawill only be usedfor the

purposet wascollectedfor.

3a. Single Stream Ethics are Insufficient in a Multi -stream World

Thef i e undebstandablaspirationafocusonthe protectionof PIl andthereceiptof informed
consat for datacollectionanduse,asevidencedabove,is admirableandwell intentioned However,
whatthis chaptercontendss thatthe attentionpaidto thesetwo conjoinedissuesascritical aspect®of

achievingthe ethicof nonmaleficencdails to addresstwo critical operationarealities:
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1. Theevolvingnatureof digital dataprecludedully eliminatingactionablePll from data
streamsandin fact, canmakeevende-identified dataactionableon alargescaleandin
unanticipatedvays;and

2. When,why, andhow datais increasinglycollectedby civil societylCT deployments

increasinglyprecludegheability to obtainindividual informedconsent.

As evidenceof theinability to fully de-iidentify PII in digital media,de Montjoye,Kendall,ard Kerry

statein EnablingHumanitarianUseof Mobile PhoneData, that:

€ el i mi of specifiaddantifiersis notenoughto preventre-identification. The anonymity
of suchdatasethiasbeencompromisedeforeandresearctshowsthat,in mobile phone
datasetsknowingasfew asfour datapoint®d approximateplacesandtimeswherean
individual waswhentheymadea call or sendatextd is enoughto re-identify 95% of people
in agivendatasetin generaltherewill beveryfew peoplewho arein the sameplaceatthe
sametime on four differentoccasionswhich createsauniquefi s i g n farttheindaidual
makingit easyto isolate themasuniquein the datasetThe sameresearclalsoused
unicity to showsthatsimply anonymizednobile phonedatasetprovidelittle anonymityeven

whencoarsenedr noised.

Theability to reconstructndividual andgroupidentitiesfrom de-identified mobile datasetsraisesthe
issueof thethreatfrom boththeseandothersourceof datato vulnerablepopulationanot simply
beingindividual in naturebut demographi@aswell. As ChamalesandBakernote,informationthat
couldbe accessebly potentialperpetratoref abusedasedn dataharvestedy civil societydata
deploymentzanalsoincludewhatthis chapterdescribessii d e mo g r adertifialdea | | y

i nf or nil, rathamtidansimplytheinitial individually identifiablePIl dataalone.Theystate:

Hostile organizationsuchasoppressivegjovernmentsio not necessarilyneedareasorto
targeta specificindividual or group,howeverindividualswho reporton the activitiesby these
organizationcanmakethemselves targetfor attackandretribution.In a conflict, those
reporteranay be citizenscommunicatingpver socialmedia,submittingtext messageto a
crisismappingplatform, or professionajournalists.Theinformationrelatedby thosereports
canalsobe usedto identify vulnerablegroupssuchasrefugeesthoseactingagainsthe
hostilepowers,or respons@rganizations aswasthe casewith the Taliban'sthreatto target

foreignaid workersrespondingo the 2010floodsin Pakistan.
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The RedCrossProfessionaStandardsor ProtectionWork (2009)alsorecognizeshethreatpresented
by emergingandincreasingcommonplacealigital approacheso information collection, sharing,and
aggregationstating:

The protectionof the sourcesf informationthat might decideto useelectronicmeangblog,
SMS,email, tweets socialnetworks etc.)to rapidly communicaténformationto the public, or
to third parties,while unawareof the risks of beingidentified or tracked by the authoritiesor
armedgroupswho might take actionsagainstthem.In somecasesyetaliation might affecta

whole community.

Whatis more,this dynamicis complicatedoy thefact thatthe diversity of datatypesandsources
beingusedby ICT deployingorganizationsareincreasinglyheterogeneouasndchanging.
Organizationsrenowincreasinglyusingthe combinationor i f u s of multiple streamdogether
to createhumanitariarandhumanrightsdataproducts.The paradignof individually consented,
singlesourcestreamsof traditionalPll datais becomingeclipsedby this integrationof multiple data
streamdogetherinto anaggregatedjerivedproduct.

Thus,evenif someof datawasoriginally obtainedthroughconsentsomeinitially consentedgingle
sourcestreamf dataarelikely beingusedto developcrosscorroboratednsightsthatmay
significantlytranscendheinitial statedpurposegor which oneor morestreamof datawasfirst
collected.This actof fusioninvalidatesany previousinformedconsenspecificto asingles t r e a mé s

collectionif thetermsof the consentid not coverits integrationwith otherstreamsf data.

While humanitariarstandardgenerallycall for seekingnformedconsentisa corecomponenbf all
aid activities,thereexistsno acceptedtructurefor trackinginformedconsenin eithersinglestreams
of civil societydataor themoreandmoreprevalenti mu-$ t  eappmachlt is in thesemulti-
streamapproachesyhich areincreasinglythe norm,that DIl canbothbegeneratedndcanbecome

dangerous.

Wh a méra,thesefi mu-$ t i eappmacheappeato be becomingmoreprevalentprecisely
becaus®ll, ratherthanPIl, is moreandmoreoftenthe god of thesedeploymentsOftenthese
deploymentarealsobeingnecessitatetly the fact thatindividual andinformedconsertbased
collectionof datais impossiblein non-permissiveenvironmentsherethesetypesof demographic

insightsaremostrequiredby respondingagencies.
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3b. Defining DIl and Understanding its Potential Operational Implications

Understandinghe potentialthreatof DIl andthe currentgapin availableethicalguidanceto civil
societygroupsrelatedto it requiresattemptingto defineit. An onlineliteraturereviewfoundlessthan
adozenusesof thetermfi d e mo g r addedtifialdlea InlIf Y r meadthusgno acgeptediefinition

of thetermoutsidethe oneprovidedbelowby the authorappearsvailable.

While thereis somementionoffi d e mo g r a p b i wikigofteapredentedsa subsebf
personaldentifiableinformation,suchasname age,ethnicity, etc. This chaptercontendshatDl|
requiredts own categoryandscienceof identifiabledataspecificto itself.

This absencef aclearlyarticulatedconcepwof DIl is striking givenits critical role in now common
digital, networkeddatacollectionapproachesuchassmartphonepps socialmedia,andanycrowd
sourcedplatformofferedby the privatesector.Thelack of a standardiefinition of thistermis itself
evidenceof the enormityof thetechnicalanddoctrinalchallengethatthis type of datapresentdor all
fields of datasciencenot only humanitariarandhumanrightsapplicationsof ICTs andthe data

derived from them.

Thefollowing definition shouldbe seenasthefirst provisionalsteptowardsaninitial pedagogy
exploringDlI, its usesgthicaldimensionsandthe challengest presentdo practitionerdn thisfield

andmanyothers.Forthe purpose®f this chapter DIl is definedasfollows:

DemographicallydentifiableInformation,or DII, is defined aseitherindividual and/or
aggregatedatapointsthatallow inferencego be drawnthat enablethe classification,
identification,and/ortrackingof both namedand/orunnamedndividuals,groupsof
individuals,and/ormultiple groupsof individualsaccordingo ethnicty, economicclass,
religion, genderage,healthcondition,location,occupationand/orotherdemographically
definingfactors.

DIl caninclude,thoughis notlimited to, personaldentifiable information(Pll), onlinedata,
geographi@andgeospatiatlata,environmentatiata,surveydata,censugiata,and/orany
otherdatasetthatcan- eitherin isolationor in combination- enabg the classification,
identification,and/ortrackingof a specificdemographicategorizatiorconstructedby those

collecting,aggregatingand/orcrosscorroboratinghe data.
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Theimportanceof DIl in civil societyapplicationof ICTs andthe dataderivedfrom themcannotbe
overstatedlt maybearguedhatmost,if notall civil societyapplicationsof ICTsandthedata
derivedfrom themfundamentallyaimto collect,analyze andcreateactionableproductseither
initially baseduponand/orseekingo resultin DII. DIl canbeseenas,atfirst glance ethically neutral
by itself in manycaseswithout a seeminglyobviousethicalimperativefor a practitionerto

immediatelyactupon.

The2013RedCrossProfessionabtandardgor ProtectionWork, comparingtherisksof aggregated
datato sensitiveindividually identifiabledata,seemgo underplaytherisks of theseaggregatedata

sets,stating:

Protectiomactorsworking with aggregateéhformation,suchastrendanalysisdo notfacethe
samechallengesastheinformationtheyhandleis lesssensitive Theymayfeel lessconcerned
by the standardeindguidelinesof this chapter.They shouldneverthelesbe awareof the
constraintof managingdataon individualsandeventsjn orderto understandiowthe
informationtheyarehandlinghasbeenobtained (ICRC 2013)

Themoreseeminglysubtleethicalimplicationsof DIl arein starkcontrasto manycommontypesof
PIl encounteredh thecivil societycontext,suchasraw, de-identifiedindividual healh recordsor
refugeeregistrationdocumentsD | |ethisalimplicationslargelyresultssituationallyfrom when,
how, why, andfrom whatcombinationf initial sourcest is derivedandapplied,ratherthanthe

moreeasilyethically categorizediatathatcomprisesPIl.

In otherwords,DII canresultfrom thetransformatiorof seeminglydisparateunrelateddatasetsinto
aanamalgamatedataproductthatcanbeeasilyi we a p o imto areahdor doingharm. The
potentialharmof DIl is oftenmostapparent,if not entirely,to the perpetratoof potentialharm,rather

thanto the holderof oneor all of the piecesof a potentiallyactionablemosaicof DII.

Whereasd | Ipdientialharmcomesfrom whenit is leakedor breachedD | Ihérm,andthusits
ethicalimplications,oftenemanatefrom simply whetherthe possibility existsthatit canbe even
createdThis reality makesthe overall ethicalimperativeto understandmanageandprotectpotential
sourcef DIl asimportant,if notmoresoin somecasesthanthosecommensurateith holdingonly

onesourceof PII.

3c.DIl: A Hypothetical Example
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Thefollowing hypotheticakexampleseekdo illustratethe basicchainby which DIl canbecreated
andacteduponby potentialperpetratoref abusesganst a vulnerablepopulation.n this scenarioan
NGO managingseveralisplacedbersonampsin countryX hasalloweda UN agencyto publisha
mapshowingthe campswith thelargestpopulationinfluxes of displacedoeoplein recentmonths.
Sensitiveinfrastructurejn particulara protectioncenterfor demobilizedchild soldiers havebeen

excludedrom the mapsto protectvulnerabledemographicsesidingin the camps.

Meanwhile,anagencyworking to assisthe demobilizedchild soldiersatthe protecton centerhas
publishedanonlineblog statingthatit is providing servicego thesechildrenatanunnamecdampthat
hasexperiencedhelargestinflux of displacedoeople A nonstatearmedactorseekingo reclaim
child soldiersthathadpreviouslyfoughtin its groupcrosscorroborateshe de-identified mapwith the
detailaboutthe displacedbersoninflux atthe campin the de-identified blog storyto locatewherethe

formerchild soldiersareliving, enablingthemto attackthe campandabductthe children.

In this hypotheticalcenariojndividual informedconsentwasneitherrequirednor violated; Pl
informationwasnot collectedto createeitherdatastream;anda DIl productthatgaveanarmedactor
otherwiseunavailableactionabldnformationwascreatedrom seeminglybenign,separatedje-
identified,andopensourceinformation. Thoughnoneof the agenciesvho producedheindividual
productsactedwith maleficencetheintentto do harm),theycouldbeaccuseaf failing to engagen
nonrmaleficenceby not anticipatinghow thetwo datapoints,whenfusedtogethercreatedatargeted
DIl productthatputthechildrenatrisk.

This exampleshouldnot betakenasencouraging prohibitionon eitherpublic informationsharing
by civil societyadorsthatpromotegheir operationahctivities,nor discouraginghe creationof
internalinformationproductsin the serviceof the duty towardsbeneficencehatemployDII. It is
simply to demonstrat¢hatthe oneof the primary,emergingethicalchallengesthefield mustfacein
orderto actwith nonrmaleficencaequirescorecompetenciegestedmethodologiesandethical

protocolsthatdo not currentlyexist.

Additionally, this examplealsoshowsthattraditionalconception®f Pll andindividual consentare
insufficientby themselveso addresgherapidly evolvingmatrix of uniquely21stCenturydatabased
threats Thebedrockprinciplesof protectingPll andseekingof individual informedconsentwhen
applicable shouldcontinueto beanchoringcomponent®f anyethicalregimefor civil society
organizationsHowever thesetwo approachesannotsimply beretrofittedwith newnorms,

protocols,andtrainingto meetthesechallenges.
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Instead thesecoreconceptsnustbe supplementetdy newscienceandnew ethicalprinciplesspecific
to thesenewthreatsandchallengestatherthansimply eitheraugmentingr discardingwhatcurrently
exists.A concertedgollaborative andcleareyedeffort by researchersthicistsandpractitioners
working togetteris requiredto equipthoseon thefront lines of datadrivenresponsavith the
capacitiemecessarjor ethicalaction.Only throughanhonestandtransparensharingof past
incidentsandcurrentchallengesananactionabletheoryof DIl be developedo inform new
frameworksfor guidingorganizationsn contextswhentraditionalinformedindividual consentannot

be obtainedor doesnot apply.

While manyof thesethreatsandchallengegannotbe preventedr eliminated they canbe better
mitigatedif thefield reachexonsensubasedn availableevidencehatthesenewdynamicsexist
andarenotgoingaway.The currentapproaclcanbe summarizedisattemptingo i drmh ar mo
without actuallyknowingwhatthefull extentof the harmmightbe,nor how thatharmis bothcreated
andmanifested.

i F i domgnoh a r witboutfirsti k n o whemagr istbusimpossible The ethicalcomplexities
presentedby DIl areonly compoundedby the factthatthis type of datais oftengeneratedn contexts
wheretraditionalindividualinformedconsenis not only impossible putis actuallythe motivating
factorfor choosingemotedatacollectionplatformswith the goal of generating?Il.

4. Multi -stream DIl Collectionandthein Co n Peantad o x 0O

An illustrationof ascenariovheremulti-stream DIl datawasthegoal of a civil society

or g ani datatollectioné thepilot phaseof the SatelliteSentinelProject(SSP)from 2010to
20128 SSPintegratedgroundreportingwith the analysisof high resolutionsaellite imageryto
createpublic reportingaboutallegedattackson civilians andapparenthreatsto vulnerable

populationdn SudarandSouthSudan.

Themulti-streamapproacthoften specificallyfocuseson deriving otherwiseunavailabledataabout
demogaphicgroups,aswasthe casewith SSP.Informationgainedthroughthefusionof multiple
datastreamdiy SSPincludedthelocations movemenpatternssize,andapparenstatusof both
civilian populationsandarmedactorslargelywithout usingwhatwould traditionallybe seenasPII

data.

84 Note: Theauthorservedasthe foundingdirectorof operationfor SSPfrom December2010until
thesummerof 2012.
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S S Papmoachighlightstheissueatthecoreof thefi Co n B a n & cCiwilksocietyorganizations
deployinglargescalelCT interventiondor the collectionof digital dataoftendo so preciselybecause
thetype of groundaccessecessarjor individually consentedlatacaptureis impossible My
colleaguesandl write of the operationatontextin which SSPwasdeployedasthereason
necessitatinghe useof largescale multi-streamdatacollectionfocusedon paricular ethnicgroups,
stating:

At thetime SSPwaslaunchedapproximateljtwo weeksbefare the January2011referendum
decidingsouthernSuda® secessiofrom Sudangcredibledataabouteventson-the-ground
werescant.ViolencewasescalatingSpecificethnicgroupsin Abyei, Blue Nile, andSouth
Kordofanwereseenby analystsaspotentialtargetsfor atrocitiesby the governmenbf Sudan.
Theinformationavailableaboutthe eventsin theseareasvasoftenseconeéhandandlargely
impossibleto confirm. Theinternationacommunityhadminimal capacitiedor collecting
impartialinformationandfreely assistingeivilians insidecritical areasof Sudandueto
restrictionson their freedomof movement.

Thed Co n P a n & daatlusbedefinedaswhenorganzations,who likely seekto live the
principle of humanitythroughtrying to obtaininformedconseniwheneveipossible areforcedto
impossiblybalancehatexpectatiorwith the operationalequirement®f working in inherentlynon
permissiveenvironmensg. Consequentiallyprganizationsnay beincreasinglycaughtbetweereither
abidingby establishedbut outdatedethicalnormswith no clearalternativeapproachdentified versus
aperceivedife savingopportunityfor potentiallyincreasedituationalawaenessandoperational
impact.

TheConsenfaradoxwill likely persistaslong asthereis no alternatesthicalparadignfor attempting
to achievenonmaleficenceandguidethe delivery of beneficencén thesesettingsandoperational
contextsotherthaninformedindividual consentThis reality, while understandablés not ethically
tenable.

At presenthumanitariarandhumanrights agenciesrebeingforcedto contendwith the Consent
Paradoxastheyrespondo anunprecedentedumberof i L e 8 édmanitariancrisesasof 2015- all
of themconflict related Protractedesponset emergencied Syria, SouthSudan,Yemen,andlraq
likely compelorganizationso engagen databasedactionin highly dangerou21stCentury
environmentwith largelyuntestedechnologiesindmethodologies$ar outsidethe boundsof the
available20th CenturyethicalguidanceMeanwhile the consequencesf this inherentlyexperimental
dataactionon the affectedcommunitieghesegroupsseekio servearelargely unknownandoften

unmeasurable.
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Thus,organizationseekingo embodythe ethicof non-maleficencegorimarily throughthe protection
of Pll andarelianceonindividual informedconsenimodelsarepursuinganethicalparadignthatis,

in anincreasinghumberof cases,anachronisticEvolving collectionapproachesjsesandoperational
contextshaverendereda Pl andindividual consenffocusedethicsaloneinsufficientin an
increasinglyevolvingandcomplexnetworkedworld - a world thatis quickly supersedinghe

traditionalnormativeframeworksavailableto theseactors.

5. The Population Protection Imperative: Towards a New Framework for Civil
Soci &deof Data

TheexistingPll andindividual informedconsenparadigmplacesthe ethicalfocusof organizaibns
overwhelminglyon how the dataindividual organizationsisewascollected analyzedandstoredby
the organizatiorseekingto employit for a specificoperationabr programmatigurposeThe
complexandcurrentlypoorly understoodathallenge®f DIl, aswell asthe potentialdemographi@and

communitybasedimpactsof datathreats arenot countenancebly currentapproaches.

If this crucialblind spotis not directly addressedly thefield atlarge,thenorganizationghatare
continuingto deploydaa-basedapproacheso supporttheir work will belikely creatingand
magnifyingthreatsto the vulnerablepopulationgheyseekto servewithout the meango identify and
mitigatethesethreats This paradigmis thusfundamentallyunethical- evenif thee deploymentsare

compliantwith traditionalPIl andindividual consenstandards.

It alsomayviolatecivil s 0 ¢ i ethicgldutyto actwith nornrmaleficencelikely leadingto further,
inevitableharmto alreadyvulnerablepeople Additionally, it limits the potentialbeneficencef these
activitiesbecausanunderstandingf both potentialharmsandbenefitsis not currentlyprecedinghe
designof databasednterventionsan astandardizedvay.

A profoundanddifficult pivot is now requiredof civil societyorganizationso deploydatamore
ethicallyin thefaceof the complexitiesof anincreasinglyDIl-basedlataecosystemRatherthanthe
currentapproachyhichisaf D aRrogectionn mp e r prédominanilyfocusedon safeguardingpll
dataandtheindividualsit is derivedfrom,afi P o p u Pratéciiool rmp e r angsiinsteadoe
articulatedandimplementedn a commonlyroutinizedway. Developingthis newapproachs
incumbenton civil societyorganizationsf thesenewandincreasinglyprevdent modalitiesfor data

collectionanduseareto beginto be considereckthicallyapplied.
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This newapproachmustplacethe onuson organizationgo first considerandrespondo the external
contextof factorsthatcanmakedataharmful,asopposedo simply placingthe emphasi®n whether
anorganizatiorcanbeinternallyresponsibldor primarily managingonly the datait collectsanduses.
Fundamentatomponent®f operationallyrealizinga PopulationProtectionimperativeaspartof civil

s 0 ¢ i autreptdssof datamayincludethefollowing:

A First, knowtheharmbeforeseekingo donoharm Ano r g a n i ezapabilityarmléagsacityto
identify, detectandreasonablynitigatewhat potentialvectorsfor harmexistbothin its internal
collectionanduseof data,aswell asthe broaderexternalcontextin whichit is acting,must
becomeano r g a n i first éthicalrespansibility.To achievethis paradigma newscienceof
DIl is requiredto equiporganizationsvith methodologiesindanevidene-basefor determining
the potentialharmof DIl asa coreaspecbf actingwith non-maleficence.

AfiTouchmen o t If ahorganizatiordeterminest is unableto reasonablknow the potentialharm
to abasiclevel of certainty,thenit is unableto claimto do no harm,andthusmustceaséts
projectimmediately.This conceptin ethicsis referredto asNoli Me Tangereori T o une h
n o t Tha@remustbeawillingnessanda capabilityto suspendctivitieswhenthe potentialethical
consequencesredeemedo be unknowableo a degreehatprecludeghe developmenof basic
managemendndmitigation strategiesln manycasescurrentpracticedoesnot provideclear
guidanceo organizationsaibouthow andwhento addresgheseincreasinglycommonplace
scenariosWhile the humanitariarprinciple of humanitymayseemnto conflictwithafi T o ume h
n o tethi continuingthecurrentapproactencouragethetypeofi d i sexspemri ment ati on.
thatMcDonaldidentifiesin the contextof theebolacrisis.fi S a yni omogleploymentsvherethe
harmcannotbe known or mitigatedshouldbe seenasa corepartof living the humanityprinciple
andrespectinghedignity of affectedpopulations.

A Inter-organizationalcoordinationversusinternal curationt Thefocusmustshift from
organizationgrioritizing their ability to internally curatedatathattheycollectto anewand
fundamentallydifferentfocuson beingableto coordinatevhy andhow datawill becollected
amongst diversegroupof organizationgresenin a specificoperationakcontext.Thethreats
inherentin DIl datamakecollaborationessentiato addressinghembecauseunlike Pll data,the
aggregateombinationof databeingcollectedby all organizationss wherethethreatoriginates
andresidesWhile seemingy obvious,this collaborativeapproactio theinitial developmenof
datamanagemerstrategieswhich goesfar beyondi i n f o rsnhaatr al@negs@ profound
challengegiventhe often competitivenatureof civil societydatadeploymentsHowever it is
requiredif anewscienceandanewethicsof datauseappropriatdor the emergingdynamicsof

the DIl -baseddataecosystenin which organization@reoperatings to berealized.
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A Demographidhreattriage andtransparentafter-action: Organizationsnug beginto develop
andimplementthe capacityto proactivelytriagewhatdata(andin whatcombinationspresent
which identifiabletypesof potentialthreatsto specificdemographicdt is from this
methodologythat pre-deploymenteviewmechanism$or fundersanddataactorscanbe
developedThis front-endprocesslsorequiresa correspondindpackendmechanisnof after
actionreviewthatis transparenthperformedandwidely sharedwithin thecommunity.The
currentdearthof availableevidenceof threatsandtheir potentialimpactcanonly beaddressed
throughthis twin approachof pre-deploymentriageandafteractionreviewif thenon
maleficentuseof datais to be achieved.

A Data preparednessustprecededatacollection: For civil societyorganizaionsto achievetheir
duty for beneficencea scalableandwidely implementedconcepbof datapreparednes&.g.a
methodologyfor ascertainingvhatdatais requiredto havewhatoperationalmpactin certain
contexts)s urgentlyrequired.In manycasescivil societyorganizationgollectdatabasedn
whatis possibleto collect, ratherthancollectingdatabecaus®f anevidencebasecassessment
of whatis neededo achievewhatimpacts.The duty of beneficenceequiresorganizationgo
understandvhatdatacanprovidewhatbenefitsin specificscenariogrior to thedecisionto even
deploydatacollectionmodalities.

In conclusionthe currentethicalstateof theartof civil s 0 ¢ i w@seéofdétathatinherentlyaffects
demographigroups ratherthanindividualsalone,is insufficientto meetthe poorly understoodnd
rapidly evolving natureof potentialthreatsandharmsthis work may createandcauseCivil society
mustbeginto recognizethatthe challenge®f protectingPll andobtainingindividualinformed
consentrequickly beingsupersededhoughnot replacedpy theemergencef DIl andthe

demographicallynanifestedmplicationsof largescaledigital datacollection.

While the 20th Centuryethicalarchitectureandtheresponsibilitiest seekgo fulfill mustremain,a
new?21stCenturyethicalarchitecturanustbe urgentlydevelopedo supplementhe previouslyextant
normativeframeworkto a degreghataddressethesecomplexandevolvingchallengesThis new
frameworkshouldincludethe developmenbf anevidencebasedor understandingndmanagingDll
andthesituationswhereindividual consenimay neitherapplyor canbe obtained Also, thesenew
frameworksmustbe basecbn a collaborativeinter-organizationabpproactihatrecognizstheshared

natureof thesethreatsandthe commonresponsiblyacrossall groupsto addresgshemtogether.

Thereareno easyanswergo thesechallengesHowever,continuingto apply outdatecethical
constructgo modalitiesof datacollectionandmanifestationsf datathreatsthatwerenot
countenanceih the pre-digital ageis notanoption.Optingoutof thefi b r meww o r Is doba

viableor responsiblehoicefor organizationither.While theway forwardis notclear,the
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responsibilityof civil societyto innovateits capacityfor ethicalactionequalto its newtechnological

capabilitieshasneverbeenmoreclear.
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5. Group Privacy: a Defence and an Interpretation

Luciano Floridi

Introduction
The debate on Big Data (including @p Data) and Data Protection focuses on individual
privacy. How can the latter be protected while taking advantage of the enormous potentialities
offered by evetarger data sets and ev@narter algorithms and applications? The tension is
sometimes presésd as being asymmetric: between #ticsof privacy and theolitics of
security. In fact, it is ultimately ethical. Two moral duties need to be reconciled proactively:
fostering human rights and improving human welfare. The tension is obvious if msiders
medi cal contexts and biomedical big data, fc
and the cure or prevention of diseases need to go hand iff*hand.

Currently, the balance between these two moral duties is implicitly understood within
a chssic ontological framework. The beneficiaries of the exercise of the two moral duties are
the individual person vs. the whole society to which the individual belongs. At first sight, this
may seem unproblematic. We work on the assumption that thesearedm | v t wo Owei g
the two sides of the scale. Such a framework is not mistaken, but it is dangerously reductive,
and it should be expanded urgently. For ther
by data protection: that of groups aheir privacy.

The chapters in this volume provide a detailed analysis of the possibility of attributing
a right to privacy to groups and sophisticated analyses of the scholarship behind the debate on
group privacy, especially in modern legislation. listbontribution, | shall assume that it is
prima facieplausible that groups may indeed enjoy such a right. However, there are at least
three problems that may undermine such plausibility. | shall address them in the following
pages with the hope that theblutions will facilitate the development of our ideas on group
privacy.

The first problem, to be discussed in section one, concerns the nature of the groups in
guestion. I shall argue that groups are neidioveredorinvented butdesignedy thelevel
of abstraction (LoA) at which a specific analysis of a social system is developed. Their design

is therefore justified insofar as the purpose, guiding the choice of the LOA, is justified. This

85 (Howe et al. 2008) an(@>roves et al. 2013), for a review gddittelstadt and Flddi forthcominga).
Most recent analyses of ethical problems in biomedical big data are provi@éittélstadt and Floridi
forthcomingb).
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should remove the objection that groups cannot havéetagrivacy because groups are mere
artefacts (there are no groups, only individual persons to which groups are ultimately reducible)
or that, even if there are groups, it is too difficult to deal with them.

In section two, | shall address the next pealn assuming that there are groups and that
they can be successfully managed, in what way can they be attributed rights? | shall argue that
the same logic of attribution of a right to individual persons may be used to attribute a right to
a group, providé one modifies the LoA and now treats the whole group as an individual in
itself. | shall further argue that attributing arighttoapemono t hat per sonds gr
be incompatible alternatives, t hvafasalogical t he 6
6and/ or el ornecksaarily ailways as ant aut). This should remove the objection
that, even if groups exist and are manageable, they cannot and should not be treated as holders
of rights.

In section three, | shall then shawwhat sense groups may enjoy a right to privacy as
groups. This should remove the objection that privacy, as a group right, is a right held not by a
group as a group but rather by the groupbs
only the grop, not its members, that is correctly identified as the correct holder of a right to
privacy. The analogy here is with the right of s#dtermination, which is held by a nation as
a whole, not merely by its members severally.

The solutions of the threegislems listed above lead to a final set of considerations, in
section four, about the nature of privacy that may be enjoyed by a group. There | shall argue
that an interpretation of privacy in terms of a protection of the information that constitutes an
individuald both in terms of a single person and in terms of a grasjpetter suited than other
current interpretations to make sense of group privacy.

To conclude, | shall argue that there are groups, designed by our ways of modelling
interactions betweeagents and patients (senders and receivers of actions); that they can be
and are manageable as holders of rights; and, in particular, that groups can be the primary
holders of a right to privacy when this is constitutive of their identities. If | am d¢ptihece is

plenty of work for legislators to do. Let us see whether | am.

How can there be groups?

The debate about the nature of groups in philosophy of law and social science is strictly related

to two other debates. One, in analytic philosofBgebee and Sabbartheary 2010

Campbell, O'rourke, and Slater2011 concerns natur al ki ®ds and

as opposed to only arbitr@ryways of grouping objects, events, or beings on the basis of some
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shared, intrinsic properties (essentialism), such as chemaenposition in the case of all
objects made of gold (where gold is the natural kind). The other debate, in philosophy of
biology (Pantien 1992Laporte 2004Richards 2010Qderberg 2013 concerns the nature of
species, and more generally biological taxonomies, and addresses the question whether one or
more criteria (such as reproductive isolation, or what it looks like, or indeed, genome) may be
sufficient to caggorise species, or decide whether an organism belongs to one species or
another.

The similarities between the three debates are due to the fact that they are particular
versions of the more fundamental and leegn debate between nominalism (there arg o
individuals, or tokens) and realism (there are also universals, or types). The nominalists and
the realists tend to agree on the existence of individuals. They are both happy with Alice, her
golden ring, and her puppy. They disagree on the existerre add u ps ( Al i ceds f am
kinds (golden objects), and species (Canis familiaris), and, in some cases, on the order of
ontological priority (in various forms of Platonism universals not only exist but also precede,
in terms of logical order, theinstantiations). In short, they disagree on whether groups, natural
kinds, and species may be only subjective and obsdem¥ndent, or also objective and
observetindependent.

Such ontological disagreement about what there is in reality and how iaisised in
itself is possible because it presupposes a common epistemological framework, which enables
the nominalist and the realist to avoid arguing at cross purposes. This is the view that
knowledge can provide direct access to the intrinsic nature i@feérents, i.e. what there is (or
i sndt) i n t he nowenontd use a Kantiansterrhirfolpgy. tinkekestingly, the
further we move away from natural sciences and the closer we get to social or engineering
ones, the easier it is to see thiseamistaken assumption, which leads to a false dichotomy.
According to the nominalist, social groups (to restrict now the issue to our current concerns)
areinvented According to the realist, they atiescovered The truth is that they adesigned
thatis, they are the outcome of the coming together of the world and the mind. To be more
precise, they result from the choices we make of the observables we wish to focus on, for
specific purposes, and from the constraining affordances (data) providedsygtdras we are
analysing. Thus, the position | wish to defend about the ontology of social groups-is anti

essentialist but not aatealist® Let me illustrate it with an analogy.

86 For a similar position in philosophy of biology sgéhalidi 2013).
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Let us call a set of observables a level of abstraction (LoA). Therkeds at which
there are only individual buil di ngdetachadnd Al i
house cannot possibly form a group. The two buildings may be regulated by very different
kinds of legislation, provide different affordances, appealitierent home buyers, and so
forth. They are so different from each other that they could never form a group. But then there
is also a LoA at which both are tvieedroom accommodations in Oxford, for example, subject
to the same local council taxationypaps rented from the same owner, and so forth. They are
obviously part of a group. Asking whether a set of entities does or does not form a group
independently of why one is asking the question in the first place, that is, independently of any
interest inwhich features of the objects should count (e.g. the number of bedrooms for taxation
purposes) is like asking the absolute price of a car without accepting any currency as a means
to convey it.

There are of course groups that seem to us more naturathé&'etaturalness of a
grouping is just a function of the intuitiveness of a LoA, that is, it is epistemological, not
ontological. Referring to salad, tomatoes and potatoes as a group called food seems something
as observemdependent and objective as gbkes but this is only because we assume our own
interests as organisms and eaters as the natural, intuitive, and relevant LoA. To a tiger, they
would all look as unrelated and as eatable as grass and leaves to us. Accepting that our
knowledge of the worlds obtained through different LoAs is not to say that anything goes,
and that the only alternative to nominalism and realism is some kind of untenable relativism.
It is to say that absolute questions asked in a logical space lacking any referencesi@LoA) a
orientation (interest, purpose) are an absolute mess, anckldiainalism(or liminalism, if
you prefer a fancier word) is a better alternative. Using the previous example, asking whether
something is food means adopting the right LoA at which itesaense to ask whether a
specific substance can be a nutrient for a specific organism. Food is a relational (not a relative)
concept: it takes a LoA with two relata to define it, yet not every LoA is correct and some LoAs
will be more correct than others.

All this means that we cannot be naively nominalist or realist about our ontology,
especially when it comes to complex objects such as social groups. Imagine reality in itself as
a sender of messages. Reality, understood as the Big Radio, broadcagtwide/epectrum
of signals. We, humans, are able to receive some of them directly, some others indirectly. For
example, the visible spectrum is the portion of the electromagnetic spectrum that is detectable

by the human eye and this is our most fundantém@ma& when it comes to visual perception;
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we can see invisible radiant energy (for example, infrared, electromagnetic radiation with
longer wavelengths than those of visible light) through technological mediations. Out of all
those signals, we make senddh® sender itself. It would be utterly naive to think that the
signals are a description of the sender, yet this does not mean that they are any less real. We
only have to admit that the Big Radio is not sending selfies. With two other, different asalogi

we cook with some ingredients (data from the world) but the dish we obtain (information) is
not a copy of the ingredients. Or, we build with some materials (data in the world), but the
house we obtain (information) is not a copy of the bricks we u$achan knowledge works

in this constructionis{not constructivist mind) way, it is notnimetig it is poietic Some parts

of thispoiesisare heavily constrained by the signals we receive. In the long run, we ask more
guestions to get more data, as Frafacon already suggested. We manipulate the data to see
what further data can be obtained, and all this leads to scientific theories, which are our best
ways of making sense of the constraining affordances (my preferred definition of data)
provided by therealities we are studying. Some other parts of this interpretation are more
flexible and malleable, i.e. the constraining affordances provide much more latitude, and well
informed, rational disagreement is more difficult to resolve (think of economigdgmtiuring

a financial crisis). There is nothing relativistic or emaalist in this, in the same sense in which
there is nothing relativistic or antealist in the dish we cooked or the house we built. Humanity
has taken advantage of the signals sgrthb Big Radio increasingly well and this is why our
knowledge works so successfully. The fact that we find some grouping very intuitive is part of
such a successful story. But we do not need to embrace any naive essentialism, or
representational theoryf &nowledge, or a correspondentist theory of truth to make sense of
groups. We should think about our knowledge of the world not in terms of painting it but in
terms of engineering a model of it. Grouping is part of the successful strategy through which
we make sense of reality.

What follows from the previous outline is that social groups should neither be
conceived as mere conventions or artefacts (invented) nor assumed to exist before the interest
in identifying them is specified (discovered). They areerar less correctly and successfully
designed by our epistemological interests and practiogsther with the ontological
constraining affordances provided by the world.

Let us now return to the nature of social groups. Any social systanmaividuals can
be organised into"roups. For example, Alice, Bob and Carol would give rise to the following
eight groups (subsets): {}, {Alice}, {Bob}, {Carol}, {Alice, Bob}, {Alice, Carol}, {Bob,
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Carol}, {Alice, Bob, Carol}. It is obvious that the power setao$et (the group containing all

possible groupings) soon becomes unmanageable. At the same time, privileging only some
groups as Oreal 6 may seem to be arbitrary.
Carol}? Because both Alice and Carol are ferdgBait what if the criterion is having a rare

disease, which Bob and Carol share, but not Alice? Clearly what matters is the LoA (in our
example gender or health) at which the data
Car @lthe £onstraining affalanced are transformed (modelled) into information that

ends up generating a group. The logical order is therefore: purpose (why grouping individuals

in this way), LoA (how grouping individuals in this way), result (the obtained group). With an
elementaryexampleé®’ in a legal class action first comes the interest in dealing with a specific

i ssue. This sets the observables (the LO0oA),
defects that can cause them t oLoA anecahthdni r e d
identify the group, that is, who is eligible
between Jan. 1, 2002 and Dec. 31, 2011, you could be eligible for benefits from the Electrolux
class action sett | hemgreupofceligibldgeaple.lAskihg whetherithen s t
group is discovered objectively or invented subjectiviedjore the interest and LoA are

specified is not even incorrect, it is just missing the point entirely. Of course, some social
groups simply seltletemine their own nature, by adopting the purpose and LoA at which they

wish to be identified.

All this is particularly relevant in the case of group privacy because it would be a
mistake to think that first one has to establish the existence of a grouphehgmresence of a
groupdés right to privacy, and then the potel
some Information and Communication Technologies (ICTs) application. If this were the case,
we would be facing an intractable problem, becahseidentification of groups priori,
independently of the identification first of any interest or purpose (and hence LoA) that
determines the grouping, is open to endless debate. Luckily, the process in practice is rather
the opposite. First comes the d@rgst (usually, but not necessarily pursued through the
application of a technology) in clustering people in some groups. For example, a retailer may
be interested in reaching all pregnant women in Oxford in order to advertise some products.
This group mayr may not overlap with other, pexisting, intuitive groups, yet this does not

matter (although this can be confusing when approaching the issue from a nominalist vs. realist

87 Seehttp://topclassactions.com/lawssiettlements/opetawsuitsettliements/30306lectroluxdryer
classactionsettlement/
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perspective), even when the interested practices in question may-befleetifve, i.e. even
when individuals may wish to identify themselves as members of a group, for this too is an
epistemological choice. (note that the mistake here would be to attempt to identify all possible
social groups in Oxford and then check whetherr thghts have been infringed, an impossible
task). Then comes the potential breach of th
is an assumption that still needs to be defended below, bear with me). Note that what constitutes
the group is also aat makes group privacy possible. And finally comes the right of the group
to see the situation redressed. In short, there is no nominalist objection to group privacy because
it is the very same interested practices determining the grouping of peopésthdelineate
the resulting groups as potential holders of a right to privacy, which then the group can exercise.
Profiling is not adescriptivepractice, it is alesigningone, and it comes with the consequence
of creating the condition of possibility tie profiled individuals, now constituted as a group
by the very act of profiling, to act as a group in order to claim respect for its own privacy. Of
course the grouped (profiled) individuals may not know that they have been profiled, e.g. by
automatic ggorithms, and may never discover that they have been treated as a group. This is
not the point. What | am arguing is that if they end up being profiled and this profiling becomes
explicit, what gives the group the initial possibility of reacting toitise fi nt er est ed o
of profiling it in the first place, not some pexisting ontological status of the group as a group,
that would allegedly predate the profiling. With an analogy, the slice may not know that is has
been severed from the rest oétbake, but if it realises that it has been it also realises that it
was the severing it from the cake that gave rise to its identity, which did not precede the
severing process itself. With one more analogy, grouping cuts both sides of the same piece of
paper, the social (who is and is not in a group) and the ethical (which group has a right to
privacy); you cannot have one without the other. All this explains why profiled individuals
often object not so much to the treatment of themselves as membeyoapaut to the very
profiling in the first place (it is not being a slice the problem, the problem is being severed from
the cake in the first place).

The next question then becomes: if groups are constituted by the interested practices of

grouping, fora purpose, and at a particular LOA, in what sense, if any, can they have a right?

How can a group have rights?
Groups are the social, qualitatively richer instance of mathematical sets. This is useful, because,
by looking at sets, it is much easier toriflain what sense a group and its members may or

may not share the same property, including a particular right. Let me explain.
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Imagine a small departmental library. We need to move it from one building to another.
We decide to move first all books wigluthors from A to D. Clearly the pile of books does not
share that property, that is, it would be meaningless to ask whether the pile has an author. Next,
suppose we are concerned about the fact that each of our books is inflammable. The concern
remains one we realise that the pile inherits the same property. Third, we try to lift the pile
and notice that it has now acquired a property that none of the books has: it is too heavy to be
moved by a single person, despite the fact that each book in it imabhssmall and light.
With a sigh, we finally wish books could fly from one building to another, but they do not, and
neither do piles of them. This example illustrates the four possible cases in which sets and their
members may or may not share a propdsee Fig. 1). | introduced them in order of
importance. The first case generates a common fallacy. The last case is not relevant to our

discussion.
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has the propertly
1 2 3 4
Members Yes Yes No No
Set No Yes Yes No
Example Author Inflammable| Heavy Flies

Fig. 1 The relations of commonality of properties between sets and their members

The debate on whether groups (sets) may have rights (the prBpesasy be clarified by using
the four columns in Fig. 8 Sceptics subscribe to position 1: righte properties that qualify
only members of a group, not a group; speaking of a group right makes no sense and it is based
on a fallacy. Moderate supporters of group rights tend to sit in the middle, subscribing to
position 2: a group has rights, but oblgcause each individual person constituting it has such
rights. Finally, strong supporters of the idea of group rights subscribe to position 3: there are
some kinds of rights that belong only to a group as a group, not to a group insofar as it is
constitued by individual persons who enjoy those rights. In this case, it is important to
understand that the group itself acts as an individual, to which a right is attributed. This is the
case with political rights, as we have already seen: it is a shift inohehat allows one to
consider a whole nation as having a right to-determination as an individual agent. The point
is important not only for the sake of clarity, but also because we saw that determining the LoA
is what makes talking about groups aogically unproblematic. By grouping people
according to specific criteria we create an individual (the group), which can both be targeted
and claim to have rights as a group.

The debate between the sceptical, the moderate and the strong position abput gr
rights leads us to the last problem | wish to address here: how a group can have a right to

privacy.

88 For the sake of simplicity in what follows | shall assume that if memifeasset and the set have the

same propert¥ this is because the set inhefitérom its members. This is not necessarily the case and things
become more complicated if we include the case in which both members and their set may have the same
propertyF but for different reasons, that is, if the relation betweerftbéthe members and theof their set is

not one of inheritance but of repeated occurrence. For example, the set of all books without an author is also
without an author, but not becauselodin, but because authorship does not qualify sets of books, only books.
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How can a group have a right to privacy?

One problem with privacy is that it is unclear whether, if it applies to groups, it may apply
sometimes in thenoderate and sometimes in the strong sense. Consider the following two
cases.

A new California Privacy Law for Minors took effect as of January 1, 2&Eatitled
APrivacy Rights for California Minordaetein the
content that they posted to a website, social media profile, or online service while under the
age of 18. It also includes restrictions on marketing or advertising some specified products and
services to minors. This law seems a case of moderatp grmacy. It is phrased in terms of
protection of the individual person (the ter
natural person individual under the age of 18 who resides in California) and it seems obvious
from the textthatanyrefernce t o minors as a group (the fAG
only a shortcut for a reference to each of its members. Minors have a right to see their personal
information online erased only because each minor does. Talking of group privacy aséhis ¢
is merely convenient but does not seem to add anything to our understanding of the
phenomenon.

Consider next the case in which the close friends and relatives (the group) of a deceased
person decide to hold a private funeral. Attendance is by invitatidy, but this is not meant
to make the funeral 0exclusiveod. The desireq
respectful quietness, to protect grieving and reflection, or perhaps because of cultural or
religious customs. Whatever the reasonghis case it seems very counterintuitive to argue
that each member of the group (each close friend or relative of the deceased) has a right to a
private funeral, or that the privacy demanded is just the collection of all individual privacies. It
seems mee reasonable to admit that we are in the presence of a strong, social sense of group
privacy. It is the whole group as a group that has a right to that specific kind of privacy.

If privacy applies to groups only in the moderate sense seen above (lszahe
analogy with the pile of books, which is inflammable just because each book in it is), then there
is interest in exploring its consequences, but not its nature. For if groups have a right to privacy
only insofar as their members do, then all theat be said about moderate group privacy in

terms of theory can also be said by reference to personal privacy (there is nothing special in

89 California S.B. 568 amends Division 8 of the California Business and Professions Code to add Chapter
22.1, sednttp://goo.gl/ODqtcO
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group privacy over and above all the personal privacies of the group members), yet this very
reducibility also meanshat any defence of personal privacy must also take into account
moderate group privacy, for affecting the latter does mean affecting the personal privacy of its
members. | shall return to this point in the conclusion, where | will argue that even a moderat
approach to group privacy requires taking the latter seriously in terms of legislation, in order
to protect the privacy of the individual persons involved. If privacy applies to groups also in
the strong sense seen above (recall also the analogy wigiléhaf books, which is heavy
despite the fact that each book is light), then there is interest in exploring not only its
consequences but also its nature, and this leads me to a final set of considerations.

What kind of privacy can group privacy be?

It is hard to elucidate the nature of group priviaeypw understood in the strong sense clarified
aboveéd without a clear idea of what theory of privacy one is endorsing in the first place. Two
theories are particularly popular in the current literature: thectexhist interpretation and the
ownershipbased interpretation. Neither is entirely satisfact®sg | shall suggest a third one,
based on the identigonstitutive nature of privacy, and argue that it is more suitable to
understand strong group privacy.

The reductionist interpretation argues that the value of privacy rests on a variety of
undesirable consequences that may be caused by its breach, either personally, such as distress,
or socially, such as unfairness. Privacy is a utility, also in the sénmeviding an essential
condition of possibility of good human interactions, by preserving human dignity or by
guaranteeing political checks and balances, for example.

The ownershighased interpretation argues that informational privacy needs to be
respet ed because of each personds rights to b
x6 is classically wunder sk Apesonasaidttoroen hisordgidrt t o
information (information about hiror herself) and therefore to batitled to control its whole
life cycle, from generation to erasure through usage.

The two interpretations are not incompatible, but they stress different aspects of the
value of privacy. The reductionist interpretation is more oriented towards a censatist
assessment of privacy, in terms of ¢bsnefit analyses of its protection or violation. The
ownershippased i nterpretation is more oriented t

value of privacy itself, in terms of private or intelleat property. Unsurprisingly, because they

90 See (Floridi 2013, 2014), for a detailed criticism, which is only summarized here insatasas
relevant to the thesis defended in this chapter.
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both belong to a prdigital culture, they both compare privacy breach to physical trespass or
unauthorised invasion of, or intrusion in, a metaphorical space or sphere of personal
information, the accessibilityna usage of which ought to be fully controlled by its owner and
hence kept private. As | have argued elsewllelaidi 2013, 2014)neither interpretation is
entirely satisfactory in many respects.

The reductionist interpretation defends the need for respect for privacy in view of the
potential misuse of the information acquired. So it isately reasonable, especially from a
consequentialist perspective, to extend it to groups. However, it seems to support at most a
moderate interpretation of group privacy; and recall that this is interesting only in terms of
consequences. If all we are angyg is that groups may enjoy some privacy only because their
members do, any reference to group privacy is a mere shortcut. Furthermore, the reductionist
interpretation may be inconsistent with pursuing and furthering social interests and welfare.
Although it is obvious that some public personal information may need to be prétected
especially against profiling or unrestrained electronic surveil@iiceemains unclear, on a
purely reductionist basis, whether a society devoid of any privacy may not kerasbetety
after all, with a higher, common welfare. Indeed, it has been convincingly dtdghatithe
defence of privacy in the ho@ehat is, within that special group represented by a family
may actually be used as a subterfuge to hide the dark suivady: domestic abuse, neglect,
or mistreatment. Precisely because of reductiamst considerations, even in democratic
societies we tend to acknowledge that the right to privacy can be overridden when other
concerns and priorities, including publefsty or national security, become more pressing. All
this by putting some significant interpretat

article 12 of The Universal Declaration of Human Rights which states that
No one shall be subjected adbitrary [emphasis added] interference with his privacy, family, home or
correspondence, nor to attacks upon his honour and reputation. Everyone has the right to the protection

of the law against such interference or attacks.
The ownershigbased interpration also falls short of being entirely satisfactory, for at least
three reasons. First, informational contamination may undermine passive informational
privacy. This is the unwilling acquisition of information or data, including mere noise, imposed
on saneone by some external source. Brainwashing may not occur often, but junk mail, or the
case of a person chatting loudly on a phone nearby, are unfortunately common experiences of

passive privacy breach, yet no informational ownership seems to be vi§atshd, there is

o1 See( Fi neman and Mykitiuk 1994), and especially the
Violence of Privacyd a reprint of her article publish
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a problem of privacy in public contexts. PrivAcgnd especially group privacy, if there is such

thingd is often exercised publicly, that is, in spaces that are socially, physically, and
informationally shared: anyone can see what an indatiderson or group is doing downtown.

How could a CCTV system be a breach of an in
is accessing a space that is public in all possible senses anyway? The owresstip
interpretation cannot provide a sédistory answer. And finally, there is a metaphorical and

i mprecise use of the concept of 0i nformati c
lossless acquisition or usage of information. Information is not like a pizza: contrary to other
thingsthatoe o wn s, oneds personal I nformation 1is
Anal yses of privacy based on 6ownershipd of
over. All these difficulties make it less usable as a theory of group privacy. We ioesibr

alternative, so here is a proposal.

Both the reductionist and the ownersbigsed interpretation fail to acknowledge the
significant changes brought about by digital ICTs. They belong to an industrial culture of
material goods, mechanical intetiaas, and of manufacturing/trading relations, so they rely
on conceptual frameworks that are overstretched when trying to cope with the new challenges
offered by an informational culture of services, networks, and usability. Interestingly, in their
classc article The Right to Privacy, published in the Harvard Law Review in 1890, Samuel D.

Warren and Louis Brandeis had already realised this limit with impressive insight:

where the value of the production [of some information] is found not in the rigikddte profits arising

from publication, but in the peace of mind or the relief afforded by the ability to prevent any publication
at all,it is difficult to regard the right as one of property, in the common acceptation of theetaphasis
added](Warren and Brandeis 189@). 25.

More than a century later, privacy requires a radicahterpretation. Such aiaterpretation
is achieved by considering eartdividual person or grou@s constituted by his, her or its
information, and hence by understanding a breachofamindi ual 6 s 1 nf or mat i ot
a form of aggression towards that individual
an identityconstituting value is consistent with the fact that ICTs can both erode and reinforce
informational privacy, antdence that a positive effort needs to be made in order to support not
only Privacy Enhancing Technologies but also constructive applications, which may allow
users to design, shape, and maintain their identities as informational agents. The value of
privacy is both to be defended and enhanced.

The information flow needs some friction in order to keep firm the distinction between

the macro multagent system (the society) and the identity of the micro ragént systems
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(the individual persons and groupsithin it. Any society (even a utopian one) in which no
informational privacy is possible is one in which no identibyistituting process can take

place, no personal or group identity can be developed and maintained, and hence no welfare
can be achievedsocial welfare being only the sum of the individuals involved. The total
6transparencyd6 of the infosphere that may b
protection of society only by erasi nsgre,al I i
but hardly one that the individuals themselves, constituting the society so protected, would be
happy to embrace. The advantage of the identtystituting interpretation of privacy over the
reductionist one is that consequentialist concerns maryide respect for privacy, whereas the
identity-constituting interpretation, by equating its protection to the protection of individual
identity, considers it a fundamental right. By default, the presumption should always be in
favour of its respect, evemhen we admit that privacy may be negotiable to some degree in
special circumstances.

Looking at the nature of an individual person or group as being constituted by that
individual 6s information enabl es toimmunityo unde
from unknown, undesired, or unintentional c h
entity, both actively and passively. Actively, because collecting, storing, reproducing,
mani pul ating etc. Aliced0s owtodtagasinfclanmgdng 6 s i |
fixing (profiling) their identities. Passive
may now consist in forcing the individual or her group to acquire unwanted information, thus
altering their nature as informatidnentities without consent. The first difficulty facing the
ownershipbased interpretation is thus avoided.

The identityconst i tuting interpretation suggest
and the identity of a group are-oeferential, or two sidesf the same coin. The right to privacy,
both in the active and in the passive sense
privacy is extremely valuable and ought to be respected. The second problem affecting the
ownershipbased interpretatiois therefore also solved because violations of informational
privacy are now more fruitfully compared to kidnapping rather than trespassing. The
advantage, in this change of perspective, is that it becomes possible to dispose of the false
dichotomy quaflying privacy in public or in private contexts. Some information constitutes a
group contexindependently, and therefore a group is perfectly justified in wishing to preserve

its integrity and uniqueness even in entirely public places. Trespassing ntakesse in a
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public space, but kidnapping (even of a whole group) is a crime independently of where it is
committed.

As for the third probl em, one may stil]l
information, yet no longer in the metaphorical sense sé®ve, but in the precise sense in
which a group is its information. 0ltsd in
but rather the same 6itsd as in O0its memorie
and so forth. lexpresses a sense of constitutive belonging, not of external ownership, a sense
in which its information is paxf it but is not a (legal) possessibypit. Once again, it is worth
qguoting Warren and Brandeis, this time at length, even if they had i tméindividual

person, rather than an individual group:
[...] the protection afforded to thoughts, sentiments, and emotions [...] is merely an instance of the
enforcement of the more general right of the individual to be let alone. It is like thenaghd be
assaulted or beaten, the right not to be imprisoned, the right not to be maliciously persecuted, the right
not to be defamed [or, the right not to be kidnapped, my addition]. In each of these rights [...] there
inheres the quality of being ownexd possessed and [.tjere may be some propriety in speaking of
those rights as property. But, obviously, they bear little resemblance to what is ordinarily comprehended
under that termThe principle [...] is in reality not the principle of private piiepy but that ofnviolate
personalityjemphasis added]. [...] the right to privacy, as part of the more general right to the immunity
ofthe person, fisl he ri ght t ofemphasi§addedler sonal ity

This identityconstituting conception of privacyd its value has started being appreciated by

more mature, information societies, where the idefiitystituting interpretation reshapes

some of the assumptions behind a stil!l 6ind
privacy. The following cosiderations illustrate such a transition.

If some information is finally acknowledged to be a constitutive part of personal and
group identity, then one day it may become strictly illegal to trade in some kinds of information,
exactly asitisillegaltotade i n human organs (including o
ti me, we might relax our attitude towards so
6dead pieces of onesel f 6, are not real l vy, 0

Legally, Alice may not sell her kidney, but she may sell her hair or be rewarded for giving
blood. Likewise, her family may not sell its members, even if they all, unanimously, accept
such a practice, but it may sell the properties of one of its deceaselars as a group.

We are constantly leaving behind a trail of data, pretty much in the same sense in which
we are shedding a huge trail of dead cells. The fact that nowadays ICTs allow our data trails to
be recorded, monitored, processed and used foalspailitical or commercial purposes is a

strong reminder of our informational nature as individual persons and groups. It might be seen
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as a new level of environmentalism, as an increase in what is recycled and a decrease in what
is wasted (not unlike whé&acteria do with DNA available in the environment). At the moment,

all this is just speculation and in the future it will probably be a matter of fine adjustments of
ethical sensibilities, but the third Geneva Convention (1949) already provides aesteair t
what might be considered 6dead personal info
her name, rank, date of birth, and serial number and no form of coercion may be inflicted on
him or her to secure any further information, of any kind.r&&ve were all treated fairly as
6prisoners of the information societyd, our
still be some personal data that would be perfectly fine to share with any other agent, even
hostile ones. It is not a binaguestion of all or nothing, but an analogue one of fine balance

and degree.

A further issue that might be illuminated by looking at privacy from an identity
constituting perspective are those of confidentiality and intimacy, two intrinsically-tpasex
phenomena. The sharing of private information with someone, implicitly (especially by doing
things together), or explicitly, through communication, is based on a relation of profound trust
that binds the people involved intimately. This coupling is ackiiéyeallowing persons to be
partly constituted as selves by the same information. The union of the persons in question forms
a single unity, a supragent, or a new muiagent individual, the group. Precisely because
entering into a new supiagent is a €licate and risky operation, care should be exercised
before 6mel dingd oneself with other individu
such as common experiences. This is the way | interpret the concluding sentéifee of

Catcher in the Ryghe famous novel by J. D. Salinger:
Donét tell anybody anything. (Sdlfgery9%il) do, you start missi
Confidentialityand intimacy create a bond that is hard and slow to forge properly, yet resilient

to many external forces when finally in place, as the group (the-agpra) is stronger than

the constitutive agents themselves. Relatives, friends, classmates, felldieaguss,

comrades, companions, partners, teammates, spouses and so forth may all have experienced
the nature of such a bond, the stronger tast
difficult to restore when it comes to internal betrayahce the disclosure, deliberate or
unintentional, of some personal information in violation of confidence can entirely and
irrecoverably destroy the intimacy and privacy of the new, sageat born out of the joining

agents, by painfully introducingdiscad . The oO6wed i s strongly ar mo

extremely fragile against internal betrayal
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A final issue can be touched upon rather briefly: the idenbtystituting interpretation
stresses that privacy is also a matteroftonsuct i on of an i ndividual 6
to be | eft alone is also the right to be all/l
without having records that mummify oneds p
individual peson or group the power to form and mould who or what the individual is and can
be. Every day, an individual person or group
or Owebo. We never stop becoming oucyslsd ves,
means allowing that person and group the freedom to construct and change herself or itself
profoundly. The right to privacy is also the right to a live, renewable identity that one can shape

freely. This is why it matters.

Conclusion

The idea thagroups may have (at least something akin to) a right to privacy is not new (see
for example(Bloustein 1978, 2003)and it is open to debat®isaz 2012) But it has not
received the attention it deserves, although the issue is becoming increasingly important. And
this because, bar, ICTs treat most people not as individuals but as members of specific groups
(or classes, collections, crowds, populations and their segments etc.), where the groups are the
really interesting focus, as carriers of rights, values, and potential Ttak& of the owners of

such and such kind of car, shoppers of such and such kinds of goods, people who like this type
of music, or people who go to that sort of restaurant, cat owners, dog owners, people who live
in a specific postal code, carriers offesific gene, people affected by a particular disease,
team fans €é Especially big data is more | ik
demographic popul ati on, etc.) rather than to
than individuas. But reidentifiable groups argso factotargetable groups. And membership

in a sufficient number of groups can easily lead to thdentification of individuals. Indeed,

in terms of logic, two sets (even if they are infinite) are already suffimedentify a singleton

(a set with exactly one element). As an elementary example, sudpotee infinite set of all

integers including and larger than 1, &id the infinite set of all integers including and smaller

than 1, their intersection contai exactly one element, namelyAL[(| B = 1). It is therefore a

very dangerous fallacy to think that, if we protect personal data that identify people
individually, the protection of groups of people will take care of itself. | have argued above that
we slould consider group privacy as something that is sometimes reducible to the individual
privacy of its members, and sometimes as something that belongs to the group as a group. |

have defended the plausibility of both moderate and strong group privacy.nBué also
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stressed that defending moderate group privacy is already crucial, in terms of the significant
nature of iIits consequences. This is not the
(or informational ontology(Floridi 2003) to group privacy take care of each member
separately and the group will automatically be finedt@® currently at the roots of European

legi sl ation. This defines a fAData Subjecto as

An identified or identifiable person to whom specific personal data relates. It is someone who can be
identified, directly or indirectly, in particular by reference to an identification number or to one or more

specific factors (physical, physiological, mental, economic, cultural, so@ailjopearcommission)
As a consequence, both th@95 Directive and the new Regulation under discussion focus on
individual persons. The philosophy informing the approach may be grasped by looking at the
following recitals (emphases added):

Whereas the principles of protection must apply to any infoomationcerning an identified or
identifiable person whereas, to determine whethepersonis identifiable, account should be taken of

all the means likely reasonably to be used either by the controller or by any other person to identify the
saidperson whereas the principles of protection shall not apply to data rendered anonymous in such a
way that thedata subject s no | onger (Dredtewadd/46/Ed) abl e [ é] .

and, even more restrictively (notice the finatural 0):
The principles of protection should apply to any information concerning an identified or ideatifiabl
natural person. To determine whethenatural person is identifiable, account should be taken of all the
means likely reasonably to be used either by the controller or by any other person to identify the
individual. The principles of data protection skebnot apply to data rendered anonymous in such a way
that the data subject is no longer identifialp@om(2012)10 final 2012/0010(Cod)).

Yet even from a nominalist perspective, we should acknowledge that both friendly and hostile
users of big data may not care about Alice at all, but only about the fact whether Alice, whoever
she is, Blongs to the group that regularly goes to the local church, or mosque, or synagogue,
uses Grindr, or has gone to a hospital licensed to carry out abortions, or indeed shares a feature
of your choice. In military terminology, Alice is hardly ever a HighuéaTarget, like a special

and unique building. She is usually part of a High-BfiyTarget, like a tank in a column of

tanks. It is the column that matters.

As | have argued elsewhel&loridi 2013) our current ethical approach is too
anthropocentric (only natural persons count) and nominalist (only the single individual person
counts). We should take other kinds of individuals, including groups, into ac¥éemeed to
be more inclusive because we are underestimating the risks involved in opening anonymised
personal data to public use, in cases in wigicdupsof people may still be easily identified
and targeted. Such inclusiveness should not be too hactligva. After all, we already accept

as ordinary the fact that groupsagentsmay i nfringe on someonebs
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States, we are used to considering as normal collective lawsuits (class actions) in which a group
may sue a person or anotheogp. And in Europe, consumer organisations regularly bring
claims on behalf of the groups they represent. Clearly, there are cases in which the protection
of a right requires a balance between the agents, issuing the action, and the patients, receiving
the action.

There are very few MobDicks. Most of us are sardines. The individual sardine may
believe that the encircling net is trying to catch it. It is not. It is trying to catch the whole shoal.
It is therefore the shoal that needs to be protectetigisardine is to be saved. An ethics
addressing each of us as if we were all special Moicks may be flattering and perhaps, in
other respects, not entirely mistaken, but needs to be urgently upgraded. Sometimes the only
way to protect a person is to peot the group to which that person belongs. Preferably before
any disaster happens. This moderate sense of group privacy is the least we should begin to
consider, as a first step towards a full recognition of strong group privacy.
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6. Social Machines as an Approach to Group Privacy

Kieron O6Hara and Dave Robertson

Introduction: technology and the ideology of privacy

Group privacy is an interesting topic made more salient in recent years by the growth of big
data, enabling people twe targeted and understood via their personal attributes (on the basis

of correlations between the people who possess those attributes and exogenous phenomena),
or alternatively via the properties of thei
strong predictor of whether one is likely to default on a foeh e.g. Seiler et al 2011). In each

case, the dilemmas of privacy are thrown into sharpredef si bi I ity to oneos

benefits, but compromises privacy.

Furthermore, there ia distinct potential for injustice, as one may find oneself discriminated
against on the basis of behaviouratherp eopl e i n oneds groups ( Hi
injustice and the privacy are different phenomena which are likely to require separate
consderation, but there is@ima faciecase for arguing that we could nip the injustice in the

bud if groups as well as individuals had privacy rights. In the age of big data, data crunchers

are not interested in the individual data points, so much as tbe (fridi 2014) yet the

crunching of data about the mass can and does hawwaddlimplications for individuals.

This is one of the many ways in which data protection is an imperfect protection for privacy

( O6 Har a-112 Odtalprotection reqes an individual to be identifiable before data is
classified as personal dat a, so that the sul
there are many exceptions to this built into data protection legislation). Yet the notion of group
privacy s consistent with something that we intuitively understand in the age of spam, junk

mail and racial profiing one need not be identified to hav
existence of a noeidentifying profile of oneself, combined with a point afcass such as an

address, may not count as personal data, but is still an annoying invasion.

Couching the problem in this way still leaves the privacy of the group derivative from the
privacy of the individual t he i ndi vi dual 6s rhe peesdnal privacyis t he |
to insist on the privacy of a wider group of which he is an anonymous member. This seems to
chime in with liberal ideas about privacy; a major contribution of privacy to social value,
according to one influential analysis, is to pog individual autonomy (Réssler 2005).
Meanwhile, intrusion from the group itself has, since Mill, been seen as a serious threat to the

individual (Mill 1859). Some theorists, for example feminists, have argued that the privacy of
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small units (from thedmily upwards) is a means of concealing abuse rather than of legitimately
supporting the individual (MacKinnon 1989, Allen 2003).

In the liberal tradition that often conceptualises the group as a threat to the individual, group
privacy does not look like serious runnerynlessthe group can be reconceptualised as an
i mportant support f ofanddoe@roup pridacyseeths ta Hedve itsa ut o |

value from the needs of the individual, not the group itself.

On the other hand, a conservative viewp is more ambivalent about the power and potential

of an individuali for instance, Burke lauds the little platoons, and considers the individual as
intrinsically unable to make consistent or wise moral judgments. Schoeman aguies,

Mill, that socil control, far from being morally destructive, is an important factor in a valuable

liberty. Our competence as rational agents depends on constructive adaptations of social control
mechanisms in reatorld contexts. Unpicking informal social control megisans in the name

of autonomy, in Schoemandés view, actwually de
and fAhelps maintain both the integrity of ir

the integrity of various public spheresintela on t o one anothero (Scho

Adam Smithoés view, with regard to the mor al
metropolises of the eighteenth century, is an interesting example of this kind of thought.

A man of low condition, on the comtfty, is far from being a distinguished member of
any great society. While he remains in a country village his conduct may be attended to,
and he may be obliged to attend to it himself. In this situation, and in this situation only,
he may have what is call a character to lose. But as soon as he comes into the great
city, he is sunk in obscurity and darkness. His conduct is observed and attended to by
nobody, and he is therefore very likely to neglect it himself, and to abandon himself to

every sort of priligacy and vice. (Smith 1994, vol.2, V.i.g.12, 795, footnote omitted)

The way to address this, thought Smith, was not more policing or the reduction of the private
sphere of the o6man of | ow conditionédé,sebut r

t hat have an interest in the individual 6s mo

He never emerges so effectually from this obscurity, his conduct never excited so much
the attention of any respectable society, as his becoming the member of a small religious
sect. He from thanoment acquires a degree of consideration which he never had before.

All his brother sectaries are, for the credit of the sect, interested to observe his conduct,

and if he gives occasion to any scandal, if he deviates very much from those austere
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morals vhich they almost always require of one another, to punish him by what is always
a very severe punishment, even where no civil effects attend it, expulsion or
excommunication from the sect. In little religious sects, accordingly, the morals of the
common peple have been almost always remarkably regular and orderly; generally
much more so than in the established church. (Smith 1994, vol.2, V.i.g.18).795

In this chapter, we shall attempt to pick a way between these two ideologicatiyed
interpretatios of group privacy, to suggest one potential characterisation applicable to the data
heavy online world which has made the question of group privacy appear so pressing. This
characterisation is intended to be entirely technical in nature, and indepehttentjoestion

of whether the privacy (or indeed the integrity) of the group is a good thing. Such moral and
legal questions cannot be ducked, but it may make them more easily addressable if questions

of the existence, nature and effect of privacy carebelved separately.

In the next section, we will argue that some such characterisation of the problem as our own is
necessary, in the big data era, to make sense of group privacy. Then we will introduce the idea
of social machines, and in the following 8eo consider how we might use them to understand
privacy concerns. The next section will sketch an abstract characterisation of social machines
and social computing, to give a sense of how privacy concerns may be discovered. This abstract
specification isgiven a little more flesh with some examples in the next section, before we

discuss privacy aspects in a little more detail.

Complexity, identity and big data

Would group privacy create greater complexity in policing and vigilance, and would it be a
right going beyond existing expectations, preferences and the needs of democratic societies?
Individual privacy introduces a number of private spaces proportional (of course) to the number

of citizens, whereas group privacy will be a correspondingly complesepbno enforce.

If we think about the number of groups that people are likely to claim they are members of,
and whose corporate privacy they wish to defend, the extra complexity grows in a linear fashion
as population grows. On average, people might astmitembership ofn groups (nh maybe
between 10 and 100), while average membership of a group woulgdmgple. Hence, for a

population ofx, the number of groups to be protected would be proportiomakto

However, big data will change this. Data mopifinds significance in correlations between
people with no obvious connection, or put another way within groups that have no external

significance. One might easily not know, or care, that one was a member of such a group (such
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as, for instance, 285 yea old males earning between £40%0k p.a. in households without
children who have downloaded more than 5 unsolicited recommendations from Spotify in the
last six months). Even if we adopt an extensional characterisation for a group (which may not
be the lest way of characterising groups), for a populatior thfe humber of such potential
groups is 21 1, but as big data crunchers do not consider the coherence or independent interest
of such groups it would be hard to single out which groups are wortéctng. This could

create an extremely complex and difficult legal scene, with hard decisions to make about

liability and the balance between social good and protection of rights.

So it is impractical to consider theoretically possible groups, whose muwibegrow
exponentially with the population. The monitoring and policing of group privacy can more
easily be kept tractable if we take into account those groups that individuals expressly
understand themselves to be members of. In that sense, grougy priltaemain derivative

from individual privacy, but crucially in t
decoupled from the individual dés privacy if t

on the group itself of different privacyrategies.

Participation in groups helps cultivate certain values and virtues in the members. Which ones

are cultivated depends somewhat on the nature of the group in question. Membership tends to
create individuals who are predisposed to internalise, dpdnadl perpetuate the values and
virtues of that environment. This is what N,
congruenced6. Adam Smith believed that this w

individuals, and privacy may be the softvalue that could be cultivated in this way.

Given that view, it may make sense to look at group privacy as a means of empowering the
group to achieve its aims, and to see its protection as a means of institutionalising that
empowerment. Of course thieek not resolve the ethical question of when that is a good thing

and when bad, but at least it gives us a rationale to do it. In the big data context, we should
consider whether current conceptualisations of technology give us a handle on group

empowermen With that in mind, we now introduce the topicsofcial machines
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Big Data Social

% Big Compute : Machines

% .............................. ...............................
S Conventional : Social

= Computation : Networking

More people

Figure 1: A matrix showing the affordances of scale (adapted from De Roure 2014)

Social machines

The world of big data has not, of course, been unaccompaniethby developments. In
particular, as the amount of data that it is feasible to process has grown, so has the number of
people that it is feasible to connect within a network. Figur®llowing David De Roure,

givesa sense of different interaction modes of computing. Where there are more machines, to
produce the big data paradigm in the upper left, or more people, as in the social networking
paradigm in the lower right, distribution of computational resources vstaide, and hence

Web or Wehblike technologies are necessary to handle the interaction at scale. The
technological affordances have, over time, moved upwards and towards the right, ultimately to

reach the fourth quadrant.

As the number of people and mauts linked together grows, and as the intelligence of the
machines increases, we can treat gbalen networks as individual systems, swcial
machinegBernersLee 1999, Hendler & Berneise e 2010, Shadbolt et al
2013, De Roure 20196 Har a et al 2014), a nascent focus
al 2012) . OProgramming the gl obal computer o
recognised as a grand challenge for computing (Kwiatkowska et al 2004), and now the
technologies bsoftware agents (Jennings et al 2014) and-pepeer technologies flexibly

link people and computers, as explored in projects such as SOQiAM//6ociam.org/
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OpenKnowledge Http://www.openk.org/ and the Social Computer community

(http://www.socialcomputer.el/As we unravel the mysteries of scale and control, we will

need not just to understand the emergent phenomerta, develop means, methods and tools
for controlling them, at | east partially (O
desideratum that o&édprogrammi ng t lWwihinthesodaa| ¢ om
computeri research should derotise control by supporting people in the development of

social machines to achieve their own smadiealle, local, idiosyncratic purposes.

Social control of Social organisation | | Social response to
healthcare and disease | | of transport emergencies and crime
Compute
and data
GempIexYy Social computation
Problems in this space have:
* Small, direct impact locally which is magnified
when replicated/composed across global
TTO (= society; or
S 8 * Huge, potential impact globally but need | Social Network
5 3 social infrastructure to harness the local | Crowdsourced
c 5 Z : 5
v a ingenuity and data of humans/sensors. Co-creation
z &t @— e.g. Ushahidi or
8 9 Wikiproject Haiti
— ? ? ? — Social
Complexity
Air Traffic|Control Crowdsourcing Co-creation Social Networking

e.g. Galaxy Zoo e.g. Wikipedia | | e.g. Facebook

Climate Modelling

Figure2: The space of social machines (Ob6Har a

Figure 2shows the potential space in more detail. Conventional computation, even in highly
complex domains such as air traffic control and climate modelling, appears on the left hand
side, where social complexity is low even if computationalmesity is high. Crowdsourcing
systems, such as the citizen science initiative Galaxy Zoo (Lintott et al 2008) have a relatively
low level of social complexity as well. Conversely, even systems with high social complexity
still currently involve relativelylow computational complexity. More complex social
arrangements are required for theareation of content, e.g. Wikipedia, and social networking.
However, when these interactions combine, where a social network acts as a platform for
crowdsourced caredion of content, as recently happened with the Ushahidi map of election

violence in Kenya in 2007 (Okolloh 2009), or the reuse of Ushahidi to create egptbejuake
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map of PorauPrince in Haiti in 2010 (Morrow et al 2011), we start to see more complex
interactions emerging between people in the
explore thisterra incognitaof social computation, in order to address issues with collective
action problems, such as public health, transport or crime, we wepdttteto find solutions

with small impacts locally being magnified at scale, as long as the requisite infrastructure

(including Web technology) is in place.

The idea of a social machine has been implicit throughout the history of the Web. As-Berners
Lee pu it in 1999:

Real life is and must be full of all kinds of social constraitihe very processes from
which society arises. Computers can help if we use them to create abstiait
machineson the Web: processes in which people do the creative wdrkharmachine

does the administration. (Berndrse 1999, 172, Berneise e 6s emp hasi s)

Many social machines are built on social networking sites such as Facebook, in which human
interactions from organising a birthday party to interacting with a MembRaament are
underpinned by the engineered environment. Another type of example is a multiplayer online
game, where a persistent environment facilitates interactions concerning virtual resources
between real people. A different type of game is onlinepotkhere the resources being played

for are realworld, where the players may be human or bots, and where the environment in
which the game takes place is engineered around a relatively simple computational model. In
such systems, (some of) the social staaints that Bernerksee talks about, currently norm

driven, are administered by the architecture of the programmed environment.

A generalised definition of a social computation is provided by (Robertson and Giunchiglia
2013):

A computation for which an xecutable specification exists but the successful
implementation of this specification depends upon computer mediated social interaction

between the human actors in its implementation.

In such an environment, selfganisation (partial or full) becomes bla and scalable, while

physical objects, agents, contracts, agreements, incentives and other objects can be referred to
using Uniform Resource Identifiers (such as Web addresses), thereby allowing consistent
contextindependent reference throughout theexut abl e speci ficati on.

social computer (as opposed to simply supporting and directing interaictiansengineered
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environment) and integrating larger numbers of people and machines will become increasingly

feasible.

As a small examplef a social machine, consider reCAPTCHA (Von Ahn et al 2008). A
CAPTCHA (Completely Automated Public Turing test to tell Computers and Humans Apart),
invented by Louis Von Ahn, is the distorted sequence of letters that someone has to type in a
box to idenify him- or herself as a human (e.g. to buy a ticket online, or to comment on a blog).
This is a task that computers cannot do, and so the system stops bots buying thousands of
tickets for a concert or sporting event for later resale, or for a spameavtodpam messages

as comments to blogs (Von Ahn et al 2003).

Von Ahn extended the idea of the CAPTCHA to create the reCAPTCHA, which socialises the
same principle to solve another problem. Google (which acquired reCAPTCHA in 2009) uses
it to scan older baks automatically. The original CAPTCHA device was being used over 200m
times a day, about half a million persbaurs of effort. reCAPTCHA puts these perdmurs

to more productive use, presenting the user who wishes to identifphimerself as a huma

with two words, not one. The first is a normal CAPTCHA, and the second is a word from an
old book that Optical Character Recognition had failed to identify. If the person succeeds with
the first CAPTCHA, then he or she is known to be a human. As humamsliable at word
recognition, the response to the second word as a plausible suggestion of what it is. Presenting
the same word to multiple users allows a consensus to emerge. The goal of the social machine

is to digitise book¥§ p e o p| e 6 s nthemsdetves humangrovdesethe mechanism.

However, reCAPTCHA is purely exploitative, as the goal of the machine is independent of the
requirements of its human O6componentsd. As
use the DARPA balloon challengé 2009, in which the aim was to find ten weather balloons
placed randomly around the US (in nine different states from California to Delaware). The
rules of the challenge were intended to support the growth of a network of people taking part
in the searg, enabling a crowdsourced solution. The means of doing this in the winning
solution (from Sandy Pentland at the Massachusetts Institute of Technology) was to set out
financial incentives according to a Query Incentive Network Model (Kleinberg & Raghavan
2005), in which people were incentivised both to look for the balloons and to add more people
to the network. Pentlandds team began with
5,000 at the point of completion, which took under ten hours (Riaaal 2010).
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reCAPTCHA and the DARPA challenge were-pwvn systems designed to solve a particular
problem, but social machines can, and indeed
people who constitute them. In such cases, the incentiieftpar t i ci pants i s t |
smooth functioning is in their own interests. One could imagine, for instance, a set of computer
mediated interactions enabling a community to provide a social response to problems of crime

(such as BlueServbitp://www.blueservo.netivhich crowdsources the policing of the Texas

Mexico border), or enabling those suffering from a particular health care problem to pool
resources and to offer support and advice to fellow mere(such as curetogether.com,
http://curetogether.com/There is a growing number of health social machines, as surveyed in

detail in (Van Kleek et al 2013). It will be obvious from these examples, particBlagServo,

that such efforts will not always be uncontroversial. Attempts to crowdsource the identities of

the bombers of the Boston Marathon in 2013 bordered on farce, and, although the
countercultural website 4chan was prominent in the homemade poéfforts with its se
called 64chan Think Tank?©a, its |l amentable ef

site (Walker 2013). Trust will be a major f a

Social machines as an approach to group privacy

Suppose methods and tools were available to enable and empower communities to use data and
networked communications to solve seléntified problems. In such a woridwhich is not

yet in existence, although such tools are being actively resear¢hedocial machine would

be part of a ¢ ommu n i-sblying sesoureeq & rthiatcevent,ethe edcial pr o b
machine would have certain functional requirements which we could uncover by examining its

6 p r o g i.eathedcomputations that it would paout to transform the state of the world

in abstract terms, independent of whether the computing was being done by machines, people

or groups of people (Robertson et al 2014). In the next section, we will sketch the sort of

language that would servestpurpose.

Such an abstract specification would need 't
psychological factors for the machine to functioffor instance, the decisions by actors to

engage with the machine, the knowledge that actors twitfge computation, the restrictions

on who can participate and so on. Modelling a sociotechnical interaction in this way would
include specifications of how information needs to flow around the machine, and to and from

the machine as inputs and outputs.
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For instance, one might discover that a particular computaffern $), which transforms the

world from state Sto state Swould only be possible if the actors involved, who carryrput

freely exchange personal data with each other, while ensuring tiwets not spread beyond

their circle. Or it might be that the actors require access to the personal data of all participants
in the social machine (including of those not involved in that particular computational step).
Or it might be that external seces might be required which need access to personal data, or

anonymised personal data, of participants in the social machine.

A statement in terms of the informatipnocessing needs of the social machine would help
make the demands made on informationudlihe group as a whole explicit in terms of the
goals which it wishes to achieve. In that way, we might find ways of explaining the functional
value of privacy for a particular group, independently of moral generalisations about group
privacy rights prior to the moral question of whether a group should be empowered to achieve
its particular goals.

Hence the social machine paradigm becomes a method of specifying what information
requirements a particular mode of interaction creates. As noted aboveypmarabe, and
usually is, an issue for an individual. Thinking in terms of social machines, we can see how

group privacy might be expressed, modelled or derived.

The definition of O6privacy6 is of course hiog
enter that philosophical discussion in this paper. But if the reader will grant d lmasaoubt

flawed and partial definition of privacy as the ability of an individual to control access of

others to her, including to information about her, then areconsider what a social machine
specification will tell us about privacy within the context of that particular interaction.

The social machine will have requirements for information, including personal information.

For instance, a map of political violesy such as the Kenyan Ushahidi project discussed above,

will require photographs, and possibly eyewitness testimony. Crucially, the photographs would

have to be stamped with location and time in their metadata, because these are the key
dimensions. Thisnformation may well identify, or be disclosive about, the photographer, and

we can assume, in this example about political violence, that a breach of privacy entails a level

of risk for the individual. I n t hiremiseda s e, t
beyond the social machine, as the photographs, dates and times would have to be displayed for
the machine to function. It would be the pho

lack of privacy in that case would create a risk of hemdpaientified as a person in a specific
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place or time. In group terms, those taking part in the mapping exercise would agree to give up

their privacy at | east so far as revealing

Let us go further, and imagine that the machis® aleeds a further input: an email address
associated with the photograph. This could be for a number of reasons: it may be that the level
of social trust in the society is so low that verification of identity is essential for the output to

be usable; it my be that a number of false claims is too high and threatening to skew the output;

it may be that one of t he mapdnformateroaterdfawn ct i on

hours or days to check on the progress of violence; it may be that the endchin accur ac

depends on mechanisms to ensure that its account of the violence is taken from a representative
group of actors. The email address is of course far more pritieegtening than the time and
location of the photograghindeed, it could be dactly identifying. Even if not, it could reveal,

say, the workplace of the sender. However, there is no need as far as the machine is concerned
to broadcast this extra information which would not enhance the actual map of the violence.

The social machineaeds certain breaches of privacy to function. It does not need to know a
participant 6s i theyncan remain paivditd toetlsesparticipant. It needs a
participantdés emai l addr ess, but does not
constiution, it may be that all group members need access to emails, or (more securely) only
a small administrative cadre would have that access. It does need to publish the location and

time of the photograph in the clear.

The participants form a group coopéngtto produce the map of political violence, and that
cooperation requires certain limits to individual privacy and makes certain demands about
information flow. The cooperative project requires photographs, together with associated
metadata of date, lotan and email address, otherwise it could not deliver its output. The
group is prepared to release the location and time of the photographs, but it contains (or uses)
other informatiori the email addresses and their association with specific photognapith

it is not prepared to release to the outside world. If there was a perception that information
volunteered to the group might be made available to a wider public, then it could be anticipated
that fewer people would be prepared to join the grouptlzat therefore the map would be less

comprehensive.

Qur <claim, then, in this big data context,
aim would be unachievable, or less achievable, if the information that it held was made

availableoutsid t he group. The particular privacy
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success. It is not derivative from any individual privacy preferenéasexample, individuals

within the group will have varying preferences about this condition, and thbeeare
particularly privacy conscious would no doubt work around the breach, by concocting
misleading addresses, or sharing them with other group members. Others will be willing to be
directly associated with their photographs. The giioapd we imaginghis at scale, so maybe
millions of peoplei cooperates to achieve a goal which requires the publication of certain
potentially identifying information, and the processing of other information which is not to

leave the group.

Group privacy, then, can bermsidered in this context to be the requirement to keep information

which is necessary/desirable for the operation of a social machine within the social machine.
There would be various gradations of this; maybe such information should be available to all
group members, or to some members with administrative privileges, or to those group members
who need to cooperate on smaller subtasks, or should simply be available to an automatic
processing module and not seen by any human being. Maybe it should bdmstareeriod

of time, or deleted i mmediately, or maybe it

These are issues that would need to be addressed in the design or development of the system.

It is clear that such a characterisation is not one l@sedhts, claims or entitlement, and also

does not include a notion of control. Rather, this is an understanding of privacy as a state of
limited acces$ though in this case, not to a person, but to the group (cf. Schoeman 1984). The
group6s prementaareyderived fom its goal, not from the privacy preferences (or
rights) of its members. This is a means of deriving and expressing requiréntleats is no
normative claim being made that the machine should be allowed to operate. Ratheiathe so
machine paradigm expresses a privacy requirement, which can then be measured against

relevant social norms, regulations and other rights and protections to assess its desirability.

In this sense (and we accept there may be other perfectly reasaredds of group privacy),

group privacy is not derivative from the preferences of the social machine members. It might

be that the functioning of the social machine will depend on its privacy arrangements being
consistent with the preferences of the membarsocial machine that was cavalier with its
member sdé individual privacy would have no mi
that the privacy settings of the machine itself are determined by the requirements of the
machi neds f umiormationrwithinkthé machene is exported to the outside world,
then the machine would cease tnotdefivativeeftom o n . T

the attitudes of individuals, but is rattemergentrom their interactions.
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As an example of how éhsensitivity of privacy might apply only to the group and not to its
members, consider a social machine, a variant of the violence mapping machine sketched out
above, designed to mamd detemon-violent antisocial behaviour (corruption perhapsee
Zinnbauer 2014 for examples). In that case, the social machine participants might individually
be unconcerned if their identities as group members were known, if we assume they were in
no physical danger. Indeed they might be admired by other members aufrntimeunity for

their work, so their preference might be to eschew their individual privacy and to reveal their
identities. However, the social machine itself might function best as a deterrent if the identities
of its participants, and the size of the growmerenot known by government officials. In that

case, there is a need for group privacy of group members' identities, based on the successful

functioning of the social machine despite being against the wishes of the group members.

Specifying a social makine

What would such a high level, abstract specification of a social machine look like? In this
section we will make some suggestions about such a program at a level abstracted away from
immediate implementation concerns, therefore defining a class tdnssy/s There could
therefore be many different social machines all operating to the same specification with
different combinations of people and computers. We will then consider an example application
of social machine thinking in the area of healthcare.

Specification, implementation and norcomputational issues

We will present a specification language based on recursion for an abstract computer in as
simple a way as possible (a more expressive lightweight formal language is presented in
Robertson et al 20)4 Of course, as this computer includes human elements and social
interactions, this specification will gloss over myriad complexities. However, as we shall argue,
this is a feature of the language, not a bug. In this section, we will show how the logical
characterisation of information flow will reveal the need for human/social characterisations of

the social interactions involved.

The | ogical connectives used throughout are
~ , disjunction; and set unioni . Variables are universally quantified unless otherwise stated.
Assume that S is some definition of the state of a computational process and that t(S) denotes
a terminating state while n{SS) is a computational operation advancing stateoState S

Then we can define ¢(SS) to denote that two states, &d S, to be related via computation

as follows:
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¢SS Y ) SE=SS (NS, S) (S D))

We can define many sequential computations using a refinement of this specificagon.
primitive operations of the social computer are performed by the entities connected to it that
are, potentially, able to collaborate in computations. These will often be humans operating

through devices but they cotlkdl ageotibbe sansonm
The computer requires three different types of data structure:

1 A specification, |, of an interaction required by an entity. This can be in any formal
language capable of describing the computation needed to coordinate the corrgspondin

interaction.

1 Avrecord, S, of the social group currently engaged with I. This can be any appropriate
structural representation of the group (the simplest being a set of the names of the

entities involved).

1 A-record, D, of the data associated with eaclrattion or with each entity. This can

be in any appropriate structural representation that allows annotation of the data.

We write o to denote the triple (I,S,D) brin
triple defines the state of a social interaction.

A step in the computation corresponds to a single change in the interaction as a consequence
of engagementiwvt h it by an @,ni)do denote alVelementary step innthe g
computation of a social interaction. In order to advance from state to state it is necessary for
some entity, X, t o engagaad tovpetfanm theheememyn t er ac
computation currently required of it, creating an updated interactipand extending the
associated data toi1[ D. We write e(l, X) to denote that X has chosen to engage with
interaction 1. We write c(X, I, D,1) Di1) to denote the computation femed once X is

engaged. We then define m as follows:
m((,S,D),(1,S {X},D1) )X B, X)" c(X, I, D, I, D1)

This abstract definition, as intended, suggests that, but does not define how, certain processes
take place. We abstract away fromabebecause in defining a social machine the entities, X,

may be human or artificial.

But the abstraction also places a spotlight on issues which must be resolved if the social

machine is to operate. In the case of the definition of m, for example, veeuadecided the
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engagement problewatf how X decides to participate in |, and gld@nment problenof how

X knows how to perform the elementary computation, c, required for m. Similarly, a

computation in the social computer can be initiated atany tinaerby ent i ty. We wr i
to denote that entity, X, has initiated soc
articulation problerof how X di scovers, infers or inven

These issue$ particularly of engagemerit impact thequestion of privacy both for the
individual within the social machine and for the machine itself. The sensitivity of information
demanded by the machine, the way it will be treated by the machine, and the trust that the
i ndi vidual h as ntynnfrastrueturennall @lhbe facodsswvhich evid lnelp the
individual decide whether to participate. With respect to articulation and alignment, the
individual may have means to protect his or her privacy, in so far as he or she is sensitive about
it, andin that case may try to build protection into the interactions he or she contemplates (for

example, using a particular type of device).

A computation is obtained by putting together a sequence of elementary steps in an order
permitted by the interactiomd(e f i ned i n @) and selected throt
t he st eps.; Iupdewnateiatvadid conjpgiational sequence from interaction state

mt o s defined reqursively as:

S (L)@ Y1=( g0 ( Mg PTPS (nP)XP

Interactios 6 sequences are always initiated by in
proceeds through engagement with (other) entities individually. There is no central processor

with responsibility for making a record of what has happened in the socialmaaohiwith
creating the above set of endpoints. This i:
systems where the global state of interaction is stored by a third party. This-peer view

also, of course, has effects on the privacy of tloeigr there is not necessarily any central

store of information which creates a security bottleneck, but equally there is no authority which

can control or deter information sharing.

Interactions are the only means by which data can be shared, which thatmestities

accumulate data (other than that which they supply tekess) only through engagement with

interactions. We write U(X, D) to denote a d
D. We define this below with respect to the
means that X is part of teo c i a | group in interaction @ an
data associated with @ that X is permitted t
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U(X, d(® 7 ma. nifiaf®y) Xp) o)

This gives us a local view of data by any entity, X, as the set of all data accéssible

interactions i n which  iZ8¢Dhas participated: {

These data are not likely to be of practical value to X unless there is a consistent system of
annotation across interaction sequenceés (thgq
each accessed datum reliably. This isaanotation ontology problenwWe also do not define

how d( m) determines which data Xsociddatpaer mi t t
management problenThe annotation ontology would be the means of expregsiugcy
requirements, and maybe individual preferences, relating to specific data items, while social

data management mechanisms are the means by which the individual learns to understand and
respect the privacy requirements of the machine, and by wiecbommunity communicates

its requirements to its individual members.

Hence with such a characterisation, we can describe how information must flow around the
system. When we considaow to implement the abstract characterisation, privatgted
concernswill surfacei in the examples in this section, while working out the details of
engagement, alignment, articulation, the annotation ontology and social data management. This
is not intended as an exhaustive list of priveeiated implementation issudsjt merely as
indicative of how the abstract conception of the social machine gives a framework within which
we can think about the privacy concerns of the machine itself, and of the individual participants
within it.

Example application

The model given irthe previous section is, of course, too abstract to be of practical use. Its
purpose is to argue that a social computer is novel, even at an abstract level, compared to a
conventional computation. However, could it be useful? The same abstract modsltekat

range of scenarios that are of interest in application, if we consider how a community might
use data and computing technology (such as smartphones) to solve some of its problems, and

how we can link this back to the model of the previous section.

There are a number of areas where communities and groups are experimenting in this type of
networkenabled cooperation. A common use of social computation is to provide a way of
propagating and understanding crifaad nuisanceelated information within @ammunities

(e.g. Brush et al 2013). A popular application area in transport is in rapid transmission of travel
related data, where people act as sensors for traffic information and relay this (via analytical
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tools that filter and amplify the informationgrass the social group (cf. e.g. Chan & Shaheen
2012). An interesting new area of journalism is the propagation of news not by news
organizations but by individuals operating on networks to report events that they have
witnessed with these events accumofatredence and detail as others contribute commentary
(Meadows 2013, Engesser 2014).

In healthcare, applications of social machines challenge existing systems of centralized
provision of healthcare support and information by allowing individuals topséteir own

healthcare social groups supported by data owned personally and controlled via local devices
(Van Kleek et al 2013). If we concentrate on healthcare as a specific example, we can map this

kind of cooperative interaction onto our schema above.

T Interaction st atleteradtiaps typically linvdBse @Qmjparatively
sophisticated processiefor example, a protocol for forming a discussion group around
a particular medical condition or a care pathway that involves various forms of support
or expertise at different stages. The social group will vary in size and diversity for
different forms of interaction, from large and open social groups (around dieting, for
example) to narrowly focused groups (around critical care pathways). The demands for
annotation on the data representation will be extensive because the data shared through
interaction will be diverse and there will be great need for alignment of understanding
of data across the social group.

T I'nitiating 1 nt Sincaiotdractmms @are ¢omgleX in thigpgdomain it is
impractical to expect an individual to directly initiate all but the simplest of interactions.
We would expect each interaction to be engineered by a specialist aadgaekth
sufficient annotation for discovery and-use to be practical. The devices used by
people in healthcare social groups must be able to discover and configure these complex
interactions without requiring specialist expertise of the people usosg thevices
(unless that expertise would normally be needed to engage safely with the social

interaction).

1 Engaging with interactions [e(l, X)]: The incentive for engagement with interactions
will differ depending on the type of interaction and the sogialip. For discussion
groups the incentive might be the offer of shared data from others in the group, so
popularity interactions will depend on volume and quality of high quality data.

140



Aut hor sé f i nla,lFloridirLaYan der Slodt,8yelso(20XG)oup Privacy: new
challenges of data technologid3ordrecht: Springer.

1 Performing elementary computations [c(X, I, D, L, D1)]: The computatins required
of humans within these social groups typically will involve quite detailed annotation
and accounting for provenance of local hedltated data. This raises issues of how

individuals can readily express such information through available devices.

1T Belonging to t he Healthaara $ocial groups maybalgnilasting) ]
so incentives may be needed to stay with the grotygs fay be through shared
experience (via shared data on health views); cooperation (via shared interaction on
care pathways) or competition (via comparative data on performance in, for example,

dieting).

T Accessi ng Idthda sacial cdnfpaber dllata originates locally with entities
on the network so the system of annotation for data must interact with the system of
data access to preserve privacy while maintaining incentives through data sharing.

Privacy

In each case, the analysis of these apijitioca required understanding issues that emerge
through the discussion of t he d( o) stage o
understanding of how privacy impacted the relevant social machine. In the case of a crime and
policing machine, we wouldagd to protect the identities of witnesses and victims. A transport

social machine might make information available concerning the beginning and end points of
peopl edbs journeys, which they might for obyv
journaist needs to preserve his sources, as well as not falling foul of libel laws, while healthcare
data is traditionally extremely secure. Privacy issues will also influence other components of

the specification. For instance, the g operator describing jpatiien in a social machine may

pl ace constraints upon the memberds contri bu
social machine involving discussion between sufferers of a particular condition may be
required to volunteer perhaps sensitivespaal data about his problem and experiences, on

pain of ejection from the group. The group will thrive if more data is shared, and someone who

refuses to share data is essentially-free di ng on t he groupds activi

The demands of the group

In the devedpment of a formal model, issues such as these will need to be followed through in
some detail, as the specification takes into account how the flow of data will encourage or
inhibit participation in the group, and facilitate the successful completids oftended task.
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If we take the example of crime and policing, a number of issues concerning privacy emerge

at the design stage.

1. The social machine, as noted above, might use open crime data as well-as user
generated data. In the UK, open crime data selédy the government is anonymised
in space (each incident is snapped to a grid point covering a minimum of 8 postal
addresses) and time (the data is subject to aggregated release, a month at a time) for
privacy reasons. The question for the social macisnwhether anonymised data is
sufficiently accurate to help its function. For instance, UK open crime data does not
allow inferences to be drawn from the data about whether, say, a particular road is more
dangerous after dark, or whether some partiaganographic group is more at risk in
a particular area (which are precisely the sorts of valuable inference that this sort of
system can produce). Hence the social machine is able to provide a perspective and a
context on the debate between privacy antityin open data, which is currently

somewhat unanchored and dominated by generic data protection issues.

2. The social machine will need to encourage people to join the group, and initiate and
engage with interactions. In general, the more data generatedrbyp, the richer the
picture of the environment that it can produce, and the more effective it is at providing
services for its participants. Yet this creates a dilemma. The easiest way to encourage
people to join is to lower the barriers to entryor instance, to allow anonymous
reporting of crime. On the other hand, this may prevent the machine from working
effectively by failing to prevent spam or other subversive material. If, on the other hand,
it is required for the machine to determine or pdlstidetermine the provenance of each
contribution, then there will have to be some kind of identity management system. That
might mean that too many participants will be put off by the need to identify themselves
(e.g. it may be too tedious if a passwwas required), so that in that case the machine
would not generate sufficient data to be viable.

3. There will be issues as to who sees the data generated by the system. Should outsiders
be able to see it (e.g. the police)? It may be that for the machimedoce effective
anticrime action (as opposed to a discussion forum), that the data should be made
available either in the open (for example, superimposed with a map of the community),
or sent to the police. On the other hand, it may be that the dathlm®anonymised

(for example, so that the sender was not identifiable).
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4. Similarly, there will be issues as to which participants see which data, and whether data
is sent to participants on a push or a pull model. Should | have the right to see all the
datarelevant to the geographical area, or only when | specifically request it, or should

my right be restricted to data about the crimes or incidents in which | have an interest?

5. The machine may also require historical data, and so might collect data tdeprovi
diachronic analysis of trends. Alternatively, it may delete data from the system once an

incident is closed, in which case it will not have access to trend data.

In each case, as argued above, the conditions of information flow will have an effect on
information supply, and on the extent of participation in the system. Hence as the design of the
social machine unfolds, aspects of the privacy requirements of the successful function of the
machine become clear. The machine may require its participartar®data (possibly more

than they would prefer), either with each other, or with the outside world. It may require its
participantsd6 personal data to be kept stric
privacy principle covering the grougself. It may also require particular privacy policies for

other systems with which it interacts.

The demands of the individual

As noted earlier, we claim that this sense of group privacy is not derivative from the privacy
preferences of the individuabgicipants in the machine. The machine makes demands that

may or may not be in accordance with its me
who object may simply refuse to participate in the machine, thereby removing any
inconsistency, butitiscenei vabl e t hat a member who objec
requirements may remain as a participant precisely because he gained sufficient extra value

from membership of the machine to offset his objection.

A social machine would of course be subjecthi® same issues of free riding and collective
action that we find elsewhere. Perhaps one could imagine social computation being the only or
best provider of a specific service, in which case no doubt issues of legitimacy would be raised.
It might be arguedfor example, that social machines are merely a specific, techrology
mediated, instance of the general phenomenon of social control mechanisms to which we are

habituated and to which we readily adapt (Schoeman 1992).

On the other hand, one could also veagily imagine a social machine being the locus of a
politics of resistance, where people work out their own means of protecting privacy within the
machine. In the general pe®erpeer specification we have imagined above, there is no central
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authority aginst which one could argue, but certainly some social machines would be
centralised (i.e. its specification would not use the pe@eer elements of our general
specification language). In that case, there may be a power struggle. But one could also use
minor resistance strategies, such as the use of what has been called social steganography (boyd
& Marwick 2011), or telling trivial lies (Van Kleek et al 2015).

|t is the hope of researchers in this field
driven by participants in a genuine péeipeer structure, so that centralised authority will be

less prominent and individuals will be empowered to change governing structures, rules and
nor ms. This woul d, in effect ebemgcehangetdt fioem 6 pr o
within by the machinebs components (which s
in the classic sense), or put another way, the machine would-bptex by a group of
participants and its goals and procedures altered. Timsaeould involve understanding how

the specification is being rewritten from the bottom up, and would require a new understanding

of what the new goal of the machine might be. Naturally enough, the privacy requirements of

this new machine, or new phaddlme old machine (however it should be conceptualised), may

also change, and it is not unlikely that a change in a machine might be driven by the privacy
preferences of its individual participants (so, for instance, the goal of a machine may become
less anbitious because people are less willing to share or publish information than the original

designers expected).

Equally, if the technology takes off and becomes routinely incorporated into governance and
service provision, then it is possible that sociakhines could become instruments of social
control. Privacy decisions might once more, as with social networking sites, be taken out of

peopl ebs hands.

Our point in this paper is not to predict the future. We are neither utopian nor dystopian, though

the mptential of the technology invites both reactions. Our claim is merely that the function of
social machines can be specified in ways that allow us to reason about individual and group
privacy. We can begin to answer questions like: what would happensifopped publishing

this information? Can this function be performed without personal data being shared with the
machine? Are the machinebds current arrangeme
value of storing the data for a period of timeZi8bmachine theory certainly cannot answer

such questions, but it will enable us to determine what the consequences of particular

approaches might be.
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Conclusion

In this paper, we have considered trends in technology, particularly associated with the
demaratisation of use of big data and broad data, as a means for contextualising and reasoning
about a nosderivative notion of group privacy. The demands of a social machine on the
personal data of its members may, on occasion, strongly affect its furantidrhence the
integrity of a social machine might create privacy requirements which are only indirectly
related to the privacy preferences of its participants. Those requirements may be uncovered by
a formal analysis or design of a machine, which, thoughlliabstract away from social and
psychological factors (because such an abstraction is intended to be neutral over the question
of whether some particular computation or interaction is carried out by a human, a collective

or an artificial agent).

Of caurse, this method for specifying group privacy requirements only covers groups where
people, networked by technology, are consumers of data in pursuit of particular goals, and this
may be only a minority pursuit. It certainly does not cover some of theagesyious problems

which have driven the immediate academic study of group privacy, such as profiling,
surveillance and targeted marketing. Hence it cannot claim to be a universal account of group

privacy.

Because it focuses on the integrity, coheremuk effectiveness of the group, rather than on

the preferences of its participants, this method also separates the specification and description
of group privacy from the normative and moral issues it raises. Only when a group has been
specified, and its pracy requirements understood, do we then move on to ask whether the
social machine is a good or a bad thing. Maybe it is a legitimate social aim to disrupt the social
machinei for example, a coalition of cybercriminals linked by remote networked teaiyolo

is likely to have very firm privacy requirements (Lusthaus 2012). It will need a sophisticated
trust management system, and a means for ensuring that the police are unable to infiltrate the
machine if its members only communicate remotely. That crpatescy requirements for the
machine to function, but equally one would imagine that society in general would support the
police in their efforts to disrupt the machi

rights.

The computational stance wevieaaken in this paper affords at least two advances in thinking
about the group privacy issues related to this type of technohegjated community. First,

the salience of group privacy has been raised specifically by the big data revolution (Floridi
2014), and social machines are consummate creators and consumers of big data. Hence they
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provide an important and neartificial context for the debate. Second, in that context privacy

can be linked to something tangibilehe functionality of the social maicte. We can talk

about, maybe even quantify, the effects of too little or too much privacy protection before we
start to wrestle with the knotty problems of preferences, harms and rights. To repeat, that is not
to argue that social machines must alwayseed, but that we can specify in a computational
language what needs to happen for a social machine to succeed, and then we can move onto
the moral debate about whether its success is acceptable or justified (questions which of course

cannot be addressedtn the computational paradigm).

The integrity of social machines, then, is potentially a way of gaining @eovative idea of
group privacy, closely linked with the use of online technology and big and broad data to
achieve goals for groups and conmities, abstracted away from moral and ethical issues

concerning whether or not, and when, privacy is a good thing.

Acknowledgements
This research was supported by the EPSRC project SOCIAM: The Theory and Practice of
Social Machines, ref EP/J017728/1.

Bibliography
Al |l en, A. L. (2003) . Privacy isndét everythi
Alabama Law Revievb4.

BernersLee, T. (1999)Weaving the Web: the Original Design and Ultimate Destiny of the
World Wide WepNew York: HarperCollins.

Bernstein, A., Klein, M. Malone, T. W. (2012)Programming the global brain,
Communications of the ACN5(5), 4143.

boyd, d., Marwick, A. (2011).Social Steganography: Privacy in Networked Publics
http://www.danah.org/papers/2011/Steganogra@ANersion.pdf

Bernheim Brush, A. J., Jung, J., Mahajan, R., Martinez, F. (2013). Digital neighborhood watch:
investigating the sharing of camera data amongst neighBoogeedings b the 2013
Conference on Computer Supported Cooperative Welv York: ACM Library, 693700.

Chan, N. D., Shaheen, S. A. (2012). Ridesharing in North America: past, present and future,
Transport Reviews32(1), 93112.

146


http://www.danah.org/papers/2011/Steganography-ICAVersion.pdf

Aut hor sé f i nla,lFloridirLaYan der Slodt,8yelso(20XG)oup Privacy: new
challenges of data technologid3ordrecht: Springer.

De Roure, D., (2014). The emergingradigm of social machines,n OO0 Har a, K., Ng
M.,Haynes, P. (eds.pigital Enlightenment Yearbook 2014: Social Networks and Social

Machines, Surveillance and Empowermeénsterdam: 10S Press, 2234.

Engesser, S. (2014). Towards a classificatdrparticipatory news websites: comparing
heuristic and empirical typeBjgital Journalism 2(4), 575595.

Floridi, L. (2014). Open data, data protection, and group privRle§osophy of Technology
27, 13.

Hendler, J., Bernersee, T. (2010). From Sesntic Web to social machines: a research
challenge for Al on the World Wide WeaArtificial Intelligence 174(2), 156161.

Hildebrandt, M. (2012). The dawn of a critical transparency right for the profiling era, in Bus,
J., Crompton, M., Hildebrandt, M., &akides, G.(eds.Digital Enlightenment Yearbook 2012
Amsterdam: 10S Press, 4b.

Jennings,N.R., Moreau, L., Nicholson, D., Ramchurn,S.,Roberts, S,, Rodden, T., Rogers,
A.(2014). Humaragent collectivesCommunications of the ACNd7(12), 8688.

Kleinberg, J., Raghavan, P. (2005). Query incentive networkBrdneedings of the 46
Annual | EEE Symposium of FoundaPRitisbungls 132 f Com
141.

Kwiatkowska, M. Milner, R. & Vladimiro Sassone (2004). Science for global ubiggito
computing,Bulletin of the European Association of Theoretical Computer SGi&2¢e325

333, http://eatcs.org/images/bulletin/beatcs82. pdf

Lintott, C. J., Schawinski, K., Slosar, A., lggrK., Bamford, S., Thomas, D., Jordan Raddick,
M., Nichol, R. C., Szalay, A., Andreescu, D., Murray, P., Vandenberg, J. (2008). Galaxy Zoo:
morphologies derived from visual inspection of galaxies from the Sloan Digital Sky Survey,
Monthly Notices of thRoyal Astronomical Societ889(3), 11791189.

Lusthaus, J. (2012). Trust in the world of cybercri@mbal Crime 13(2), 7194.

MacKinnon, C. A. (1989)Toward a Feminist Theory of the Sta@ambridge MA: Harvard

University Press.
Meadows, M. (2013). Rting the citizen back into journalisrdgurnalism 14(1), 4360.

Stuart Mill, J. (1859)On Liberty, London: John W. Parker & Son.

147


http://eatcs.org/images/bulletin/beatcs82.pdf

Aut hor sé f i nla,lFloridirLaYan der Slodt,8yelso(20XG)oup Privacy: new
challenges of data technologid3ordrecht: Springer.

Morrow, N. Mock, N., Papendieck, A., Kocmich, N. (201idependent Evaluation of the
Ushahidi  Haiti  Project Development nformation  Systems International,
http://ggs684.pbworks.com/w/file/fetch/60819963/1282.pdf

OO0 Har a, Rranspar2nd Gdvgrnment, Not Transparent Citizens: A Report for the
Cabinet Office London: Cabinet Office,

https://www.gov.uk/government/publications/independesmisparencandprivacy-review.

Ob6Har a, K. incaial hahines: therclialehgesPmoceedings of thalSB/IACAP
World Congress 2012: Social Computing, Social Cognition, Social Networks and Multiagent
Systems (SOCIAL TURN/SNAMAS)p://eprintssoton.ac.uk/339703/

O6Har a, K. Contractor, N . S. , Hal | |, wW. , Hen
understanding the emergence of mdenel features on the World Wide Wdboundations
and Trends in Web Scieneg?2/3), 103267.

O6Harauy&n, Nam. H. C. |, Haynes, i mP. OGdR@Orla,) . K.O0,I My
M.H.C., Haynes, P. (edsDijgital Enlightenment Yearbook 2014: Social Networks and Social

Machines, Surveillance and Empowermérnsterdam: 10S Press; 3.

Okolloh, O. (2009). Ushadii |, or Aitesti monyo: Web 2.0 t o
information,Participatory Learning and Actiqrb9(1), 6570.

Pickard, G., lyad Rahwan, Wei Pan, Manuel Cebrian, Riley Crane, Anmol Madan & Alex
Pentland (2010)Time Critical Social MobilizationThe DARPA Network Challenge Winning
Strategy arXiv.org 1008.3172vhttp://hd.media.mit.edu/teeteports/TR660.pdf

Robertson, D., Giunchiglia, F. (2013). Programming the social compRlgigsophical
Transactions of the Royal Society A: Mathematical Physical and Engineering Sciences
371(1987).

Robertson, D., Moreau, L., Murrdyu s t , D., ObHar a, K. (2014) .
computation, I n OO6Har a, K eds.), Digitau Bnkghtenmem. H. C. |
Yearbook 2014: Social Networks and Social Machines, Surveillance and Empowerment
Amsterdam: 10S Press, 2252.

Rdssler, B. (2005)he Value of PrivagyCambridge: Policy Press.

Rosenblum, N. L. (20000Membership and MoralsThe Personal Uses of Pluralism in

America Princeton: Princeton University Press.

148


http://ggs684.pbworks.com/w/file/fetch/60819963/1282.pdf
https://www.gov.uk/government/publications/independent-transparency-and-privacy-review
http://eprints.soton.ac.uk/339703/
http://hd.media.mit.edu/tech-reports/TR-660.pdf

Aut hor sé f i nla,lFloridirLaYan der Slodt,8yelso(20XG)oup Privacy: new
challenges of data technologid3ordrecht: Springer.

Schoeman, F. D. (1984). Privacy: philosophical dimensions of the literatti®choeman, F.
D. (ed.), Philosophical Dimensions of Privacy: An Antholpg@ambridge: Cambrge

University Press,-B3.

Schoeman, F. D., (1992Privacy and Social FreedonCambridge: Cambridge University
Press.

Seiler, M. J., Collins, A. J., Fefferman, N. H. (201%}rategic Default in the Context of a
Social Network: An Epidemiological ApprdacResearch Institute for Housing America,
http://www.housingamerica.org/RIHA/RIHA/Publications/78456 10923 Research RIHA D
efault_Report.pdf

Shadbolt, N., Smith, D., Simperl, E., Van Kleek, M., Yang, Y., Hall, W. (2013). Towards a
classification framework for social machinesPiroceedings of SOCM2013: The Theory and

Practice of Social Machinefio, http://eprints.soton.ac.uk/350513/

Smith, A. (1994)An Enquiry into the Nature and Causes of\ealth of Nations2 volumes,
Indianapolis, IN.: Liberty Fund.

Solove, D. J. (2006). A taxonomy of privagyniversity of Pennsylvania Law Rew 154(3),
477-560.

Van Kleek, M., MurrayRust, D., Guy, A., Smith, D., Shadbolt, N. (2015). Self curation, social
partitioning, escaping from prejudice and harassment: the many dimensions of lying online, in
2015 ACM Web Science Conferenoaford.

Van Kl e e k , M. , Smit h, D. , Hal | |, wW. , Shadbol t ,
social psychology and the present and future of health social machiféceedings of
SOCM2013: The  Theory and Practice of  Social MachinesRio,
http://eprints.soton.ac.uk/350511/

von Ahn, L. Blum, M., Hopper, N. J.Langford, J. (2003). CAPTCHA: using hard Al problems
for security, in Biham, E., (ed.)Advances in Cryptology: EUROCRYPT 20@rlin:
SpringerVerlag, 29-311.

von Ahn, L., Maurer, B., McMillen, C., Abraham, D.,Blum, M. (2008). reCAPTCHA: human

based character recognition via Web security measbcesce 321, 14651468.

Walker, P. (2013) Boston bombing identification attempts on social media endenThec
Guardian 19" April, 2013, http://www.guardian.co.uk/world/2013/apr/19/bostosmbing

suspectgedditsociatmedia

149


http://www.housingamerica.org/RIHA/RIHA/Publications/78456_10923_Research_RIHA_Default_Report.pdf
http://www.housingamerica.org/RIHA/RIHA/Publications/78456_10923_Research_RIHA_Default_Report.pdf
http://eprints.soton.ac.uk/350513/
http://eprints.soton.ac.uk/350511/
http://www.guardian.co.uk/world/2013/apr/19/boston-bombing-suspects-reddit-social-media
http://www.guardian.co.uk/world/2013/apr/19/boston-bombing-suspects-reddit-social-media

Aut hor sé f i nla,lFloridirLaYan der Slodt,8yelso(20XG)oup Privacy: new
challenges of data technologid3ordrecht: Springer.

Zinnbauer, D. (2014 Crowd-Sourcing Corruption: What Petrified Forests, Street Music, Bath
Towels and the Taxman Can Tell Us About the Prospects for the F&oc&al Science
Research Networlttp://pgers.ssrn.com/sol3/papers.cfm?abstract id=2508606

150


http://papers.ssrn.com/sol3/papers.cfm?abstract_id=2508606

Aut hor sé f i nla,lFloridirLaYan der Slodt,8yelso(20XG)oup Privacy: new
challenges of data technologid3ordrecht: Springer.

7. Indiscriminate Bulk Data Interception and Group Privacy: Do Human

Rights Organisations Retaliate Through Strategic Litigation?

Quirine Eijkman

Human rights organisations are calling for the ptsd® of group privacy in relation to the
indiscriminate bulk interception of thamternet and telecom communicatio@ the basis
of the Snowden revelations organisations claim that their personal communications have been
collected, inspected, minedstained and sharday cyber intelligence and/or security
agencies. Because until now, they feel that there has been modest political accountability for
mass surveillance programs, some human rights organisations are advocating on a group
privacy platform khrough strategic litigation. Strategic litigation concetmesidentifying and
pursuing of social justice challenges in legal proceedings that may affect changes in law or
policy and establishes legal precedemtds advocacy tool is often chosen wherr¢hs
weak political or public support for an issue. Simultaneously strategic litigation seeks to
influence political and public opinion (Amon, Wurth, McLemora, 2015; Barber, 2012;
InterRights, 2015%2

Since the Snowden revelations in the United Kingdai{)( France, Germany, the
Netherlands and the United States of America (W8han rights organisations are trying to
hold (cyber) intelligence and/or security agencies accountable for their mass surveillance
programgEuro Parliamen®?014 Free Snowder2015) Some focus on the privacy of ordinary
people, whereas others are concerned about the privacy of specific groups such as non
governmental organisations (NGOs) or journal
communications have been intepted, whereas the Bureau of Investigative Journalism is
concerned about the lack of protection of journalistsestigatory Powers Tribunal [IPT],
2015¢ McLaughlin, 2015 Bureau of Investigative Journalism, 2014). Strategic litigation

challenges how comunications interceptiony cyber intelligence or security agencafects

* Quirine Eijkman (Phd.)s a lector (professor) Access2Justice at the Sociavition Research Centre,
Faculty of Society & Law, HU University of Applied Sciences, Utreahtl a SenieResearcher/Lecturer at the
Institute of Security & Global Affairs (ISGA), Faculty Governance & Global Affairs Leiden University, the
Netherlands. Shis the former head of the Political & Media Advocacy Department of Amnesty International
Dutch section and also served as a communicatiangillance advisor to Amnesty International.

92 In comparison to the United States of America (US) strateggation or public interest litigation in
Europe is a relatively recent phenomenon (Chichowski, 2007).
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the grouping of social justice organisations. From a privacy perspective, they argue that
activists are not just individual targets, but, because of their work, they have betedtagga
group.Their claims to group privacy are rooted imian rights law, whichecognises the need
for special safeguards for particular groups such as journalists. Although human rights
organisations do not seem to have a similar status, they di@uspecial safeguards against
mass surveillance and communications interception are necessary. Their role and in advocating
social justice in a democratic society should, just like journalists, be recognised and protected.
They base their claim on intextional human rights lawPfivacy International, 2015b, para.
68). For exampl e, articles 8(2) and 10(2)
Conventiond) requires t hat states shoul d
interference. An effecter safeguard is, for example, prior judicial authorisation (ECHR, 2010).
Despite the fact that NGOs are not the only group at risk and strategic litigation is
pursued by othet3and in relation to broader mass surveillance coné&rinsthis chapter the
ca study ofseveral human rights organisations: Liberty (The National Council of Liberties),
Privacy International, the American Civil Liberties Union & otfer6ACLU), Amnesty
International Limited and Bytes For All against the BritiSovernment Communitian
Headquarters (GCHQ), the Security Service & Others and the Secretary of State for the Foreign
and Commonwealth Office & Others, selected (hereaftddGOs v. Intelligence Serviges
(IPT, 2014/2015a/b/c). The legal challenge of M@Os v. Intelligene Servicexase was
chosen, because it Opartlyé focuses on the
activists and organisatiofi$ Furthermore, strategic litigation is just one advocacy tool of
NGOs to challenge alleged indiscriminate bullta interception. In other words, the
organisationgnvolved are not specialised in public interest litigation, such as the former
International Centre for the Legal Protection of Human Rights (InterRights), or primarily
advocate on anass surveillancelg@form. Additionally, in theNGOs v. Intelligence Services
case there was a judgment by a legal entity, the Investigatory Powers Tribunal, which is now

93 In the UK, for example, two Parliamentary representatives of the Green Party have filed legal
complaints (Guardian, 2014).
94 The Dutch Citizens veus Plasterk case, for example, concentrates on international bulk data sharing

between the Dutch Intelligences and Secrete Services (AIVD and MIVD) and the NSA. A group of human
rights organisations, professional organisations and citizens had filednipéagat Citizens v. Plasterk2014).
The case is now in the appeal phase.

9 These others are the Canadian Civil Liberties Association, the Egyptian Initiative for Personal Right,
the Hungarian Civil Liberties Union, the Irish Council for Civil Libertitge Legal Resources Centre.
96 Many other legal challenges wfasscommunications surveillance programs focus on others elements

such as the bulk sharing of data, hacking, unreasonable search and seizure or freedom of expression.
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at the European Court of Human Rights (the ¢
Internationd 2015b)%’
Last but not least, the legal challengeNs&Os v. Intelligence Agenciesflectsthe
paradox that mass surveillance creates groups, but also hinders them from invoking their rights
as a collectiveCommuni cati ons & i ntoeping & personalmatal eheeld s t o
may be subjected to further investigation. Yet the affected persons can only invoke this right
individually and not collectively. Henceforth mass surveillance leads to the creation of groups,
but the affected people can oityoke their individual right to privacyn other words, cyber
intelligence and security agencies such as the American National Security Agency (NSA) or
the British GCHC supposedly engageindiscriminate bulk data interceptiowhich affects
groups of pople or entities, but NGOs as a collective entity cannot hold them accountable.
Nonetheless, as a strategy it remains a question whether or not an advocacy tool such
as alawsuit is strategic in the context of indiscriminate bulk data intercéptiopaticular
addressing the issue of protecting groppvacy? What is the goal of human rights
organisations in a legal case like tN&5Os v. Intelligence Agencig<Creating political
accountability or public awar enaciminate bukut 06 n ¢
data interception conducted by cyber intelligence agencies? Establishing social change through
the ECHR (Hodson, 2013)? Mobilizing the public on an-ardss surveillance platform? Or,
do they seek to enforce, change, clarify or createlaevhrough jurisprudence that recognizes
a new phenomenon: natural persons who protect the rights of gil@uplc Law Project,
2014)? Is it strategic to focus on a collective privacy viol&iénd if so, what is the basis of
their privacy claim: theigroupness? Or did they primarily join forces to put the most weight
behind their suit? Last but not leastwhcan the effect of strategic litigation on the protection
of group privacy be determined? The effect is defined as the change brought abaat by th
strategic litigation initiative on communications surveillance and interception programmes or
practices.
This chapter focuses dhe effect of strategic litigatioas an advocacy tool in relation
to indiscriminate bulk data interception by cyber ingghice and security agenciesfter
briefly introducing mass surveillance programs and (bulk) interception practices, a recent case
study that partly entailed a group privacy claim is considered. This is followed by a discussion

of this tactical choice. Fally, the conclusion reflects on whether or poblic litigation on the

97 Other human rights oamisation including Big Brother Watch have immediately, without sending a
complaint to the Investigatory Powers Tribunal, filled an application to the European Court of Human Rights
(ECHR, 2014), which is currently being considered.
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basis of group privacy is a strategic advocacy tool for human rights organisations in relation to

accountability for indiscriminate bulk data interception.

Mass surveillance and indscriminate bulk data interception

The 2013 Snowden leaks have led to fierce social advocacy, which challenges the alleged
indiscriminate bulk data interception of cyber agencies across the globe. Although mass
surveillance and indiscriminate bulk datdeirception primarily aims to deter or anticipate to
national security threats, the programs of among otiersAmerican NSA and the British

GCHQ that collect data of specific targets or metadata soresidé ect s. Snowdenos
of surveillance athinterception programs including PRISM ({384XN), Upsteam, Boundless
Informant, Optic Nerve and the data bas&eyscore has led to more awareness about the
interception of the personal data of individuals and groups. Cyber intelligence and/or security
agencies collect this data, while the vast majority of these people do not pose a direct threat.

I n public discourse these aforementioned
sur veil |l anc easdrdgael os manketrswweillandlgsdy emphasisingthdit h e
garnering of personal data for detailed anal

of | arge numbers of peopl €3 piu) Ovaraluhe godls af c r i mi
investigation or monitoring by intelligenc@d security agencies is to identify individuals of
particular interest, but in order to do so a far larger group is affected. In other words the digital
personal data of an indiscriminate number of internet or telecom users are collected, inspected,
mined,retained and shared. This bulk interception, either throughdipige cables, satellites,
private actor cooperation, or other means d
which entails the investigation of a particular entity or person laeid metworks, who may
pose a threatfor example, if someone is potentially involved in cyber espionage.

Since the Global War on Terror the debate on the balance between communications
surveillance and privacy has-eeerged. Although this developmerashbeen influenced by
the increased gl obal reliance on innovative
led to more awareness about alleged indiscriminate bulk data interception and its effect on
privacy. Unprecedented opportunities for interg@ptand informatiorsharing across
cyberspace have been created. The digital personal data from, for example, cookies (digital
traces of visiting a website) or mobile phone apps are collected and useddorginee threat

analysis. For instance, in 20p2rsonal information was routinely stored by NSA and GCHQ
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from the game applications of Angry Bird, which were installed on leaky Android smartphones
and tablets (Glanz, Larson and Lehren, 2014). Even though intelligence and security agencies
and increasigly also private actors have always collected personal data to protect national
security, databases no longer store information on the selected few, but focus on a far wider
pool of potential targets and networks (Amoore, 2014). Henceforth, while prgtecionety

from terrorist attacks is legitimate and the use of interception to achieve this goal may be
necessary in a democratic society, the apparent scope (proportionality) of the revealed cyber
intelligence surveillance and interception programs isecgutented.

As Richard Clark (2014), a former presidential cyber security advisor and one of the
aut hors of the American governmentds report
capabilities at the NSA, statedeg BwevbalVEEanrt
He thereby suggests that even though according to domestic law the indiscriminate bulk data
interception was legal, there are questions concerning the proportionality. The means employed
to collect digital data should reasonahlgtjfy the aim: dealing with the actual national security
threat. On the basis of the in 2013 International Principles on the Application of Human Rights
to Communication Surveillant&the necessity and proportionality threshold should also
consider the gesitivity of the personal data and the severity on the infringement of privacy.

Also less invasive techniques should be considered, excessive data must be deleted and access
to the information should be limited to the agency and purpose for which anisatibarhas

been provided. For example, the British Tempora program probably did not meet these
aforementioned criteria. Central to this ©6al
retention of bulk internet traffic data from undersea interabtes. Although in theory it was

directed at external communications, betweendgresidents or between a UK resident and

a nonresident, in practice it affected a considerable number of users of transatlantic cables: the

UK is a key landing point for lire-optic cables.

Since 2008 the Tempora program has enabled GCHQ to tap into these cables, which
carry 10 gigabytes of data per second, and share the collected information with the NSA. Fully
operational in 2012, when over 200 interceptions were platédedibreoptic cables located
off the South Western coast of the UK, it did not differentiate between selected and unselected
targets. Thus the scope of collecting all in

Furthermore, valuable comtedata could be kept for three days and metadata up to 30 days

98 International Princples on the Application of Human Rights to Communications Surveil{a0ciuly
2013). Available at: https://en.necessaryandproportionate.org/text
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(Amnesty International, 2014; Euro Parliament, 2013; Expert Witness Statement, 2013; Der
Spiegel, 2014; MacAskill, 2013; Schubber, 2013; The Guardian, 2013a). It is unclear whether
or not lessinvasive technigues had been considered, but access to the information was not
limited to British intelligence and security agencies. Information collected though the Tempora
program was probably shared with the NSA (Greenwald, 2014). Thus, since thdeBnow
revelations questions have been raised concerning the scale of privacy infringement by
surveillance and interception programs such Tempora.

As such communications surveillance programs and interception practices do not
interfere with the right to pvacy as enshrined in international and domestic laws including
Article 12 Universal Declaration of Human Rights (UNHR), Article 17 of the International
Covenant on Civil and Political Rights (ICCPR) or Article 8 of the Convention. However the
interferenceshould be based on a specific law, have a legitimate aim, be necessary and
proportionate Also, surveillance programs and interception practices should be subjected to
independent and effective oversight (UN General Assembly, 2013; UN High Commissioner
for Human Rights, 2014). As was highlighted in a report of the UN High Commissioner for
Human Rights (2014), accountability mechanisms suchpasblic - warrants provided by a
judicial authority, expert oversight, parliamentary oversight committee, adratiustreview
and/or internal procedures are often considered to be adequate safeguards (Wills, 2007). In
addition, a free press and whistwers may provide for some extra external accountability
(Buckland and Wills, 2013).

The non-governmental organsationsversus the British intelligence and security

services case

In theNGOsv. Intelligence Servicasase several human rights organisations challenge the

6all egeddé indiscriminate communications inte
informationsharing with the US (including receipt of communications obtained through the
surveillance and interception programs PRISM and Upstream).The NGOs main claim is that
particular interception activities of GCHQ, MI5 and MI6 violated their human rights under

the Convention. Because this alleged indiscriminate interception of personal communications

is believed to be neither 6in accordance wit
their right to privacy (Article 8) and freedom of expression (Articlg fltey argue that their

work as human rights organisations and activists has been affected-gdrRI32014;
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COE, 2015; Harding, 2014). For the involved NGOs such as the Pakistani Bytes For All, it
means that they as ndfK human rights activists amncerned about the limited safeguards

for nonUK residents. To cite their direct®&hahzad Ahmad:

i é.the UK intercept(s) communications in and out of the UK on a mass scale, but it can
provide those private communications to foreign governmentduding Pakistan with few
restrictions. The idea that the UK is not obliged to offer any privacy protections or
safeguards to individuals outside of Britain when conducting surveillance is absurd, and puts
at risk the privacy and free expression of humahts activists around the wor(@ytes for

All, 2014).0

In other words they wonder about the impact of indiscriminate bulk data interception on human
rights activism across the globe is: what information has GCHQ intercepted, shared and with
whom?

Although the human rights organisations in B@Osv. Intelligence Servicasase and
in similar strategic litigation efforts have submitted their claim to the Investigatory Powers
Tribunal, this was certainly not a se¥ident decision. The somewhat secretiveektigatory
Powers Tribunal is an intelligence oversight mechanism that investigates and determines
among other things the eligibility of covert activities of the British intelligences agencies
(article 65 RIPA; ISC, 2015). Their credibility is questiofgthuman rights organisations that
want to hold cyber intelligence and security agencies accountable for mass surveillance and
interception programs. [2014, for instance, in th@ig Brother and Others v. the Utase the
complainants immediately applieéd the ECHR. From their perspective there is no effective
remedy in the UK (ECHR, 2014). One of the challenges for the civil society organisations is
that their case is based on dédassumed factsbo.
nor d«isteneegadlicy.dn contrastto the US that publicly acknowledged the existence of
the PRISM and UPSTREAMrogram, the UK has not publicly admitted or disclosed the
Tempora program. Subsequentiyyman rights organisations do not have to prove that the
suwveillance programs exist or that their communications have been intercepted unlawfully, but
for the majority of involved NGOs it is hypothetical that this may have occurred (para.4 IPT,

20153.%° Henceforth, even if the claim of human rights organisationghe NGOs v.

99 In June 2015 two human rights organisation, the South African Legal Resources Centre and Amnesty
Internatbnal, received notice of the Investigatory Powers Tribunal that they had been lawfully subjected to

157



Aut hor sé f i nla,lFloridirLaYan der Slodt,8yelso(20XG)oup Privacy: new
challenges of data technologid3ordrecht: Springer.

Intelligence Servicesvould be acknowledged by thénvestigatory Powers Tribunalt is
unlikely that on the basis of that judgment the British cyber intelligence interception practises
will have changed significantly.

Furthermore, thelegflasi s of the Tempora programods i
s.2(2/7) and s.8(4) of the Regulation of Investigatory Powers Act (RIPA). This act regulates
the tapping of communications in the UK and requires a warrant signed by the Secretary of
State fo the interception of internal communication and for other (external) communications.
The warrant can also be accompanied by a certificate from the secretary of state, which
authorises more indiscriminate trawling (Part 1, Chapter 1 and articles s.8(%)3&5)
RIPA; Europarliament, 2013). Additionally, the intelligence agencies according to the foreign
secretary acted in full compliance with the Human Rights Act and the Intelligence Services
Act (Guardian, 2013b). Wen taking a closer look asto hoveth t r i bun al deal t wi
privacyod6 claim as put forward by the human r
the interception under the Tempora program its key privacy considerations focused on the legal
guestion of whether or not thertificates, which had been authorisedlg secretary of state,
had been issued lawfully. And, whether or not, from a British statutory framework and
Convention perspective, the safeguar6aed for a
83 IPT, D159. As the allegedly untargeted interception of their communications by the
Tempora program required a warrant in combination with a certitf®atiae intercepted
communications and subsequent recordings could have been considered lawful, and the access
if not indiscriminate, necessary in the interest of national security (para.79, 83 af@0L59
IPT 2014). Thereforehe supposed interception by the British intelligeseevices did not,
according to the judgment, amount to a violation of privacy loitrary conduct. Henceforth
the interception was ruled to be lawful and the interference by the cyber intelligence agencies
justified. Since then a second judgment in the case determined that intelligence sharing between
UK and US was unlawful prior to Dember 2015. This, because until then the procedures for
British access to the information coll ected
were secret (IPT, 2015a). It was the first time in its 15 years of existence thatasigatory
PowersTribunal ruled in favor of the British intelligence and security services. Last but not

least, in June and July 2015 tmeestigatory Power$ribunal acknowledged that two of the

interception and proportionally intercepted and assessed, but that their data had been retained too long (IPT,
2015a/b).

100 An interception warrant isithe targeted 4rticles.8(1) RIPA) owntargeted strategic (article s.8(4)
RIPA).
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involved human rights organisations the South African Legal Resources Gehenaesty
International had been lawfully subjected to interception and proportionally intercepted and
assessed, but that their data had been retained too long (IPT, 2015a/b). This was a breach of
article 8 of the Convention.

Furthermorein theNGO v. Irtelligence Agenciesasehuman rights organisations also
put forward that their right to the freedom of expression had been interfered with. As
investigatory NGOs, some of the involved human rights organisations, argued that they as a
special group requick the same protection. How else can the sometimes confidential
information they obtain be adequately protected? Nonetheless, the Investigatory Powers
Tribunal ruled on the basis of the same reasoning as article 8, the right to privacy, of the
Conventiontat t he human rights organisationsoé rig
violated (para. 1-A3, 134149 and 152 IPT, 2014)? Hence their special status as a special group
- human rights NGOs which required protection was not acknowledged. In an dypierh
submitted to the Investigatory Power Tribunal two of the involved organisations, Privacy
International and Liberty, had anticipated that the government would take this position (Privacy
International & Liberty, 2014, para.&b). Since the two judgemts (IPT, 2014/2015) some of
the human rights organisations involveBrivacy International, Libertyand Amnesty
International, have brought the case to the ECHR (Privacy International, 2015b).

A violation of group privacy?

Strategic litigation is cagidered by human rights organisations to be a key advocacy tool to

bring communications surveillance programs and interception practices in line with human

rights. Throughthe NGO v. Intelligence Agenciesse the organisations involved are
advocatingfomor e awareness about Snowdochrdysandr evel at
reform current alleged indiscriminate bulk daterception practices. From a group privacy
perspective, however, one can question whether the claim that the privacy of hurtsan righ
organisations as a group was violated is strategic. In other words, was the groupness of the
privacy violation really a key concern? Amne
announces NGOs bringing tbhase tadhe ECHR, is subtle. Their defencaunsel Nick

Williams formulates it as
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AThis industrial scale mass surveillance makes it increasingly difficult for organisations like
Amnesty International to carry out human rights work. It is critical that we are able to seek
and receive information gfublic interest from our confidential sources, free from

government intrusian(Al, 2015a).

Hence, he is implicitly making the argument that indiscriminate bulk data interception
interferes with international human rights activism. This is becauseisherésk that people
across the world will no longer share personal communications with human rights NGOs out
of fear of repercussions from their own states. Subsequently, in violating the privacy of
groups there is a risk that the role of human righgsuaisations is marginalised.

Perhaps the emphasis on group privacy by the different organisations was an effort to
substantiate NGOG6s indiscriminate intercept.i
Tribunal. If human rights organisations are not able&ie this legal argument they run the
risk that their case will be declared inadmissible or they cannot prove that they suffered
(individual) harm. Jurisprudence in similar cases indicates that it is challenging for human
rights organisations to substaté the argument that they as a particular group have been
affected by indiscriminate bulk data interception by cyber intelligence agencies. For example,
in Clapper v. Amnesty International W Supreme Court ruled that human rights
organisations lackestanding® and therefore they were denied access to the federal court
system, whereas in tlizutch Citizens versus Plaste&tka s e t he NGOs 6 <c¢l ai man
but according to the court they could not prove that they or the people they represented
suffered individual harmlapper v. Amnesty International, 2013; Citizens v. Plasterk,

20149).

Jurisprudence of the ECHR confirms that the right of complaint is primarily
recognized if the claimants, individuals or a group can demonstrate a personal interest and
that they have suffered personal haPAiTherefore, it is no surprise that in a similar mass
surveillance case, such as the Big Brother Watch and Others case, the ECHR is enquiring
whether Big Brother Watch and the others could pass tealkal admissiliity test. Can
they claim to be a victim of a privacy violation under article 8 of the Convention, which is
defined as a right of a natural person to protect his or her interests (ECHR, 2014)? As van der

101 Basically the question was whether or not a group of international NGOs, labour organisations, lawyers

and journalist had standing to sue the US alleging that they wanénéntly collecting their international
communications through surveillance under the 1978 Foreign Intelligence Surveillance (FISA) Act. They
challenged the constitutionality of the 2008 Amendments Act, which reformed the 1978 FISA Act.

102 See among othe(ECHR, 2008).
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Sloot (2014) emphases in relation to lasgale dad interception by intelligence agencies or
private actors the individual interest criteria should be less restrictive. Even though ECHR
jurisprudence is consistent in emphasising that the effect of the intervention should be
suffered directly, usually labled as individual harm, in relation to for instance Big Data this
is unrealistic. People are simply not aware which of their personal communications have been
collected, inspected, mined, retained or sharethta bases across the world. Therefore the
admissibility of groups, who may for no apparent reason be singled out by algorithms, should
be considered.

The effect of the group privacy claim in the case stdfyOs v. Intelligence
Agenciesappears to be modesis an advocacy tool in relation to commmcations
interception, it has generated some (social) media and public attention, but in the judgment
from the Investigatory Powers Tribunal there is no reference to an alleged violation of group
privacy of the one or more of the involved human rightmnisations (para. 12, 18%4,
IPT, 2014). Social media coverage and news reports in relation to the case did not appear to
communicate this group privacy perspective very specifically. Most simply mentioned that
the NGOs had brought the legal challenge eeferred to violation of privacy in genetét.

In terms of law the human rights organisations have, however, been able to contribute
to a public debate about the | awfulness of T
or not the British safeguds for communications surveillance are sufficient. For instance, in
the second judgment the Investigatory Powers Tribunal determined that intelligence sharing
between the NSA and GCHQ prior to the first judgment of the tribunal in December 2014 was
unlawfu | . The reason being that the rul es gov
UPSTREAM and PRISM programmes were secret (IPT, 2014/2015). Some of the involved
human rights organisations such as Privacy International and Bytes for All intend to ask the
Invesigatory Powers Tribunal to immediately delete their internet and telecom
communications, which until December 2014 had been collected unlawfully (Privacy
International, 2015a), thereby once more creating an opportunity to emphasise thinatffect
mass sureillance has on human rights and the fact thataffected NGOs can only invoke

their right to privacy after demonstratipgrsonal harm

103 In a Google news search on the day of and the day
on 5 and 6 December 2014, there are 202 news references mentioril@gQke. Intelligence Agenciesase,
and on 5 and 6 February 20B21 references (IPT, 2014/2015) . Source Google news search. Keywords
0l nvestigatory Powers Tribunal, &écivil societyd and &
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Reflections

The legal challenge of thBIGOs v. Intelligence Agenciesmse study reflectthe
paradox that mass sillance on the one hand creates groups, but on the other hand prevents
them from invoking their right to privacy collectively. Indiscriminate bulk datarception
leads to the grouping of personal data, which may be subjected to further investigitibe.
affected persons can only invoke this right individually. Thus mass surveillance leads to the
creation of groups, but the affected NGOs can only invoke their individual right to privacy and
not do so as a collective

Human rights advocacy througiublic litigation was a strategic choice for human
rights organisations in their pursuit of seeking accountability for indiscriminate bulk data
interception of their personal communicatiofere are several legal cases addressing the
surveillance and ierception programs that were revealed by Edward Snowden. In the case
study selected for this chapter, tR&Os v. Intelligence Agenciease, the British bulk data
interception program Tempora was questioned. In particular its effect on human rights
organsations was put forward in the claim. Obviously the legal brief of the involved human
rights organisations also included concerns broader than group privacy. Furthermore, the
majority are also engaged in other forms of advocacy agamasts surveillance dn
indiscriminate bulk data interception by cyber intelligerared security agencies.

From an accountability perspective the effect of strategic litigation on protecting the
right to group privacy against alleged blanket communications surveillance @gaimdate
bulk data interception appears to be modest. The direct change brought about by the strategic
litigation initiative on mass surveillance and bulk data interception is challenging to discern.
The sharing of intercepted data between the Amerasah British cyber intelligence and
security agencies was deemed lawful in the judgment. To some extent, therefore, the alleged
indiscriminate bulk data interception was ruled to be legitimate. Also the human rights
organisations were neither in the two guaents of the Investigatory Powers Tribunal nor in
the media recognised as a specific group whose privacy required special consideration. The
NGOs will, however, pursue this argument in their ECHR application. Nonetheless, from a
legal and media perspeatithe decision to litigate on the basis of the claim that a collective
right to group privacy was violated has not (yet) resulted in significant change.

However, in terms of raising awareness about the chilling effect of mass surveillance

on human rightsaivism as well as the functioning of accountability mechanisms in the UK,
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strategic litigation may have had created some effect. On the one hand, even if the complaints
had been accepted by timwestigatory Powers Tribunat,is unlikely that on the ba&sof that
judgment the British cyber intelligence agencies would have been effectively held accountable.
The British government pursues its Oneither
therefore the case was hypothetical. On the other hand, dstility, NGOs have shaped and
constructed human rights, which in this case meant that they brought the need for the protection
of group privacy for activists at home and abroad into focus (Hodson, 2013). Also they obtained

a small but significant legal vioty before the Investigatory Powers Tribunal, ittitelligence

sharing between the UK and the US was ruled partly unlawful. Tmishuman rights
organisations demonstrated that it is possible to hold intelligence and security services
accountable, whiletdahe same time emphasising in among others an open brief that the secrecy
surrounding this tribunal is interfering with transparent oversight. Furthermore, domestic
strategic litigation paved the way for bringing the case to the ECHR, thereby ensuting tha
NGOs concerns about the chilling effect of
communications data, the lack of proper oversight in the UK and bilateral inforrshtoimg

will at the international level potentially lead to some form of retain.
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8. From group privacy to collective privacy: towards a new dimension of

privacy and data protection in the big data era

Alessandro Mantelero

1. Introduction

Since their origins, both informational privacy and data protection have been protected as
individual rights, even though the social dimension of these rights has been acknowletged an
taken into account by courts and data protection authorities, as well as by policy makers.
Nevertheless, the rights holder has always been the data subject and the rights regarding

informational privacy have been mainly exercised by single individuals.

This approach based on individual rights is consistent with the traditional notion of groups
as the sum of the relationships existing among their members. From this perspective, group
privacy concerns the peculiar nature of the sharing of personal infornbat takes place
within a group. For this reason, it is a sort of contekited notion of individual privacy?
However, this atomistic view seems to be inadequate in the existing context of predictive

analytics

In the big data era, new technologasd powerful analytics make it possible to collect
and analyse large amounts of data, inordértbe nt i fy patter n'®Then gr ot
new element of this group analysis is given by the fact that groups are designed by data
gatherers, by selectingpecific clusters of information. Data gatherers shape the population
they intend to investigate and collect information about different people who do not know the
other members of the group and, in many cases, are not aware of the consequences of being

part of a groug®®

The different nature of these groups requires a different approach that cannot be

exclusively based on individual rights. The new scale of data collection entails the recognition

104 See below section 2.

105 It should be noted that these extensive analyses are also possitnatwiirectly identifying data
subjects. See also Ohm (2010); , Golle (2006); Sweeney (2000a, 2000b).

106 In order to briefly describe the potential negative consequences of data processing at group level, it

should be mentioned the potential impacts ooiadosurveillance and the risks of group discrimination or
stigmatization. See The White House (2014) and Bygrave (2002).
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